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Abstract. The main contribution of this paper is to introduce and describe a new 

recommender-systems dataset (RARD II). It is based on data from Mr. DLib, a 

recommender-system as-a-service in the digital library and reference-manage-

ment-software domain. As such, RARD II complements datasets from other do-

mains such as books, movies, and music. The dataset encompasses 94m recom-

mendations, delivered in the two years from September 2016 to September 2018. 

The dataset covers an item-space of 24m unique items. RARD II provides a range 

of rich recommendation data, beyond conventional ratings. For example, in ad-

dition to the usual (implicit) ratings matrices, RARD II includes the original rec-

ommendation logs, which provide a unique insight into many aspects of the al-

gorithms that generated the recommendations. The logs enable researchers to 

conduct various analyses about a real-world recommender system. This includes 

the evaluation of meta-learning approaches for predicting algorithm perfor-

mance. In this paper, we summarise the key features of this dataset release, de-

scribe how it was generated and discuss some of its unique features. Compared 

to its predecessor RARD, RARD II contains 64% more recommendations, 187% 

more features (algorithms, parameters, and statistics), 50% more clicks, 140% 

more documents, and one additional service partner (JabRef). 

Keywords: recommender systems datasets, digital libraries, click logs. 

1 Introduction 

The availability of large-scale, realistic, and detailed datasets is an essential element of 

many research communities, such as the information retrieval community (e.g. TREC 

[1,2], NTCIR [3,4], and CLEF [5,6]), the machine learning community (e.g. UCI [7], 

OpenML [8], KDD Cup [9]) and the recommender systems community. Particularly, 

the meta-learning and algorithm section community [10] as well as the automated ma-

chine-learning (AutoML) community [11] depend on large-scale datasets. Such da-

tasets provide data for researchers to benchmark existing techniques, as well as to de-

velop, train and evaluate new algorithms. They can also be essential when it comes to 

supporting the development of a research community. The recommender-systems 
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community has been well-served by the availability of a number of datasets in popular 

domains including movies [12,13], books [14], music [15] and news [5,16]. The im-

portance of these datasets is evidenced by their popularity among researchers and prac-

titioners; for example, the MovieLens datasets have been downloaded 140,000 times in 

2014 [12], and Google Scholar lists some 13,000 research articles and books that men-

tion one or more of the MovieLens datasets [17].  

The recommender-systems community has matured, and the importance of recom-

mender systems has grown rapidly in the commercial arena. Researchers and practi-

tioners alike have started to look beyond the traditional e-commerce / entertainment 

domains (e.g. books, music, and movies). However, there are few datasets that are suit-

able for meta-learning in the context of recommender systems, or suitable for research 

in the field of digital libraries. It is with this demand in mind that we introduce the 

RARD II dataset. RARD II is based on a digital-library recommender-as-a-service plat-

form known as Mr. DLib [18–20]. Primarily, Mr. DLib provides related-article type 

recommendations based on a source / query article, to a number of partner services 

including the social-sciences digital library Sowiport  [21–24] and the JabRef reference-

management software [25].  

The unique value of RARD II for recommender-systems and algorithm-selection re-

search, stems from the scale and variety of data that it provides in the domain of digital 

libraries. RARD II includes data from 94m recommendations, originating from more 

than 13.5m queries. The dataset comprises two full years of recommendations, deliv-

ered between September 2016 and September 2018. Importantly, in addition to con-

ventional ratings-type data, RARD II includes comprehensive recommendation logs. 

These provide a detailed account of the recommendations that were generated – not 

only the items that were recommended, but also the context of the recommendation (the 

source query and recommendation destination), and meta-data about the algorithms and 

parameters used to generate them. Compared to its predecessor RARD I [26] – which 

was downloaded 1,489 times between June 2017 and April 2019 – RARD II contains 

64% more recommendations, 187% more features (algorithms, parameters, and statis-

tics), 50% more clicks, 140% more documents, and JabRef as new partner.  

In what follows, we describe this RARD II data release in more detail. We provide 

information about the process that generated the dataset and pay particular attention to 

a number of the unique features of this dataset. 

2 Background / Mr. DLib 

Mr. DLib is a recommendation-as-a-service (RaaS) provider [18]. It is designed to sug-

gest related articles through partner services such as digital libraries or reference man-

agement applications. For example, Mr. DLib provides related-article recommenda-

tions to Sowiport to be presented on Sowiport’s website alongside some source/target 

article (see Fig. 1). Sowiport was the largest social science digital library in Germany, 

with a corpus of 10m articles (the service was discontinued in December 2017).  

 



 

 

 

Fig. 1. Sowiport’s website with a source-article (blue) and recommendations (green) 

Fig. 2 summarises the recommendation process, implemented as a RESTful Web Ser-

vice. The starting point for Mr. DLib to calculate recommendations is the ID or title of 

some source article. Importantly, Mr. DLib closes the recommendation loop because in 

addition to providing recommendations to a user, the response of a user (principally, 

article selections) is returned to Mr. DLib for logging. 

 

 

Fig. 2. Illustration of the recommendation process  

In another use-case, Mr. DLib provides related-article recommendations to JabRef, one 

of the most popular open-source reference managers (Fig. 3) [27]. Briefly, when users 

select a reference/article in JabRef, the “related articles” tab presents a set of related-

articles, retrieved from Mr. DLib. Related-article recommendations are made from the 

10m Sowiport corpus, and 14m CORE documents [28–31]. 
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Fig. 3. Related-article recommendations in JabRef  

To generate a set of recommendation, Mr. DLib harnesses different recommendation 

approaches including content-based filtering. Mr. DLib also uses external recommen-

dation APIs such as the CORE Recommendation API [32,33] as part of a ‘living lab’ 

[34]. The algorithm selection and parametrization is managed by Mr. DLib’s A/B test-

ing engine. The details of the recommendation approach used, including any relevant 

parameters and configurations, are logged by Mr. DLib. 

As an example of the data that Mr. DLib logs, when the A/B engine chooses content-

based filtering, it randomly selects whether to use ‘normal keywords’, ‘key-phrases’ 

[35] or ‘word embeddings’. For each option, additional parameters are randomly cho-

sen; e.g., when key-phrases are chosen, the engine randomly selects whether key-

phrases from the ‘title’ or ‘abstract’ are used. Subsequently, the system randomly se-

lects whether unigrams, bigrams, or trigrams are used. Then, the system randomly se-

lects how many key-phrases to use to calculate document relatedness, from one to 

twenty. The A/B engine also randomly chooses which matching mode to use when 

parsing queries [standardQP | edismaxQP]. Finally, the engine selects whether to re-

rank recommendations with readership data from Mendeley, and how many recommen-

dations to return.  

All this information – the queries and responses, user actions, and the recommenda-

tion process meta data – is made available in the RARD II data release. 



 

 

3 The RARD II Dataset 

RARD II is available on http://data.mr-dlib.org and published under “Creative Com-

mons Attribution 3.0 Unported (CC-BY)” license [36]. The dataset consists of three sub-

datasets: (1) the recommendation log; (2) the ratings matrices; and (3) the external 

document IDs.  

3.1 The Recommendation Log 

The recommendation_log.csv file (20 GB) contains details on each related-article 

query from Sowiport and JabRef, and the individual article recommendations returned 

by Mr. DLib. A detailed description of every field in the recommendation log is beyond 

the scope of this paper (please refer to the dataset’s documentation for full details). 

Briefly, the key statistics of the log are presented in Table 1. 

Table 1. Key numbers of the recommendation log 

 Total Sowiport JabRef 

Requests  
     Total 
     Unique (src_doc_id) 

 

13,482,392 
2,663,8261 

 

13,170,639 

2,433,024 

 

311,753 

238,687 

Responses 

     Total 
     With 1+ Click(s) 
     Avg. #Recs per Response 

 

13,482,392 
103,856 

6.97 

 

13,170,639 

100,578 

6.99 

 

311,753 

3,278 

5.92 

Recommendations 

     Total 
     Unique (rec_doc_id) 

 

93,955,966  
7,224,2791 

 

92,110,708  
6,819,067 

 

1,845,258 

856,158 

Clicks 

     Total 
     Click-Through Rate 

 

113,954 

0.12% 

 

110,003 

0.12% 

 

3,951 

0.21% 

 

The recommendation log contains 93,955,966 rows (Fig. 4), and each row corresponds 

to a single recommended item, i.e. a related-article recommendation. All items were 

returned in one of the 13,482,392 responses to the 13,482,392 queries by Sowiport and 

JabRef. The 13.5m queries were made for 2,663,826 unique source documents (out of 

the 24m documents in the corpus). This means, for each of the 2.7m documents, rec-

ommendations were requested 5.2 times on average. For around 21.4m documents in 

the corpus, recommendations were never requested.  

Each of the 13.5m responses contains between one and 15 related-article recommen-

dations – 94m recommendations in total and 6.97 on average per response. The 94m 

recommendations were made for 7,224,279 unique documents out of the 24m docu-

ments in the corpus. This means, those documents that were recommended, were 

                                                           
1 The sum of ‘Sowiport’ and ‘JabRef’ does not equal the ‘Total’ number because some documents 

were requested by / recommended to both Sowiport and JabRef. However, these documents 

are only counted once for the ‘Total’ numbers. 



 

 

recommended 13 times on average. Around 17m documents in the corpus were never 

recommended. 

 

 

Fig. 4. Illustration of the recommendation log 

For each recommended article, the recommendation log contains more than 40 features 

(columns) including: 

• Information about the partner, query article, and time. 

• The id of the recommendation response, recommended articles, and various rank-

ing information before and after Mr. DLib’s A/B selection. 

• Information about the recommendation technique used, including algorithm fea-

tures (relevancy and popularity metrics, content features where relevant) and the 

processing time needed to generate these recommendations. 

• The user response (a click/selection, if any) and the time of this response. 

The log includes 113,954 clicks received for the 94m recommendations, which equals 

a click-through rate (CTR) of 0.12%. Clicks were counted only once, i.e. if a user 

clicked the same recommendations multiple times, only the first click was logged. 

103,856 of the 13.5m responses contained at least one clicked recommendation 

(0.77%). Based on feedback from colleagues and reviewers, we are aware that many 

believe a CTR of 0.12% would be very low as in some other recommender systems 

CTR is 5% and higher [37]. However, these other recommender systems provide per-

sonalized recommendations and display recommendations very prominently, for in-

stance, in a pop-up dialog. Recommender systems that are like Mr. DLib – i.e. systems 

that provide non-personalized related-item recommendations in an unobtrusive way – 

achieve CTRs similar to Mr. DLib, or lower. The various user-interface factors that 

influence click-through rates are beyond the scope of this article. Suffice it to say that 

the Mr. DLib recommendations are typically presented in a manner that is designed not 

to distract the user, which no doubt tends to reduce the CTR.2 

RARD II’s recommendation log enables researchers to reconstruct the fine details 

of these historic recommendation sessions, and the responses of users, for the purpose 

of benchmarking and/or evaluating new article recommendation strategies, and training 

machine-learning models for meta-learning and algorithm selection.  

                                                           
2 We recently re-implemented the system of Mr. DLib and observed higher click-through rates 

of around 0.7%. Presumably this may be caused by a much larger number of indexed items in 

the new Mr. DLib (120 million instead of 24 million). However, further analysis is necessary. 

row_id query_id query_received partner src_doc_id rspns_id rec_id algo_id text_field … rec_doc_id re-ranking responded clicked

1 1 18-Sep '16, 4:02 sowiport 5,265         1 1 239 title … 95                yes 18-Sep '16, 4:03 NULL

2 2 18-Sep '16, 4:03 sowiport 854             2 2 21 abstract … 4,588          no 18-Sep '16, 4:04 NULL

3 2 18-Sep '16, 4:03 sowiport 854             2 3 21 abstract … 9,648          no 18-Sep '16, 4:04 18-Sep '16, 4:06

4 2 18-Sep '16, 4:03 sowiport 854             2 4 21 abstract … 445             no 18-Sep '16, 4:04 NULL

5 3 18-Sep '16, 4:05 sowiport 917             3 5 3 NULL … 776             no 18-Sep '16, 4:05 18-Sep '16, 4:08

6 3 18-Sep '16, 4:05 sowiport 917             3 6 3 NULL … 95                no 18-Sep '16, 4:05 NULL

… … … … … … … … … … … … … …

93,955,963 13,482,391 30-Sep '18, 23:48 jabref 5,265         13,482,391 93,955,963 21 abstract … 95                no 30-Sep '18, 23:48 30-Sep '18, 23:48

93,955,964 13,482,391 30-Sep '18, 23:48 jabref 5,265         13,482,391 93,955,964 21 abstract … 5,846          no 30-Sep '18, 23:48 30-Sep '18, 23:50

93,955,965 13,482,391 30-Sep '18, 23:48 jabref 5,265         13,482,391 93,955,965 21 abstract … 778             no 30-Sep '18, 23:48 NULL

93,955,966 13,482,392 30-Sep '18, 23:50 sowiport 64               13,482,392 93,955,966 12 title … 168             yes 30-Sep '18, 23:51 NULL



 

 

One example of an analysis would be the analysis how the effectiveness of the rec-

ommender system changes over time (Fig. 5). Between September 2016 and mid-Feb-

ruary 2017, Mr. DLib delivered around 10 million recommendations per month to 

Sowiport. This number decreases to around 2 million recommendations per month from 

February 2017 onwards. This is due to a change in technology. In the beginning, Sowi-

port requested recommendations from their server also when web crawlers were crawl-

ing Sowiport’s website. In February, Sowiport began to use a JavaScript client that was 

ignoring web crawlers. Click-through rate for Sowiport is slightly decreasing over time 

from around 0.17% in the beginning to around 0.14% in November 2017. Since De-

cember 2017, click-through rate on Sowiport decreased to near 0%. This decrease is 

due to Sowiport’s termination of its main service, i.e. the search function, in December 

2017. The search interface is deactivated, although the individual article’s detail pages 

are still online. These pages are still indexed in Google and lead to some visitors on 

Sowiport. However, these visitors typically leave the website soon and click few or 

even no recommendations.  

In April 2017, JabRef integrated Mr. DLib into its Version 4.0 beta (Fig. 5). The 

users of this beta version requested 1.7 thousand recommendations in April 2017. These 

numbers increased to 17 thousand recommendations in May and remained stable 

around 25 thousand recommendations in the following months until September 2017. 

Click-through rate during these months was comparatively high (up to 0.82%). Follow-

ing the final release of JabRef Version 4.0 in October 2017, the volume of recommen-

dations increased by factor 6, to an average of 150 thousand recommendations per 

month. The click-through rate stabilised around 0.2%. 

 

 

Fig. 5. Number of Sets and Recommendations, and CTR by Month for Sowiport and JabRef  

 

Further to content-based filtering recommendation approaches, Mr. DLib also recom-

mends documents according to manually defined user-models with our stereotype al-

gorithm [38]. We also recommend frequently viewed documents with our most-popular 

algorithm[38]. Content-based filtering algorithms are used most frequently, as our pre-

vious evaluations show that these are most effective for users of Sowiport and Jabref 

[19,38,39]. The distribution of algorithm usage within RARD II is shown in Fig. 6. 
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Fig. 6. Total number of recommendations delivered with each algorithm 

 

RARD II’s detailed log entries make it uniquely suitable for analyses of algorithm se-

lection approaches. Because all parameters for each algorithm are logged, as well as 

scenario attributes such as the time of day, the relationships between algorithm perfor-

mance and this meta-data may be learned and evaluated. Meta-learning could be used 

to predict optimal algorithms per-request, using logged scenario attributes as meta-fea-

tures. For example, a specific variant of content-based filtering might be most effective 

for users of Jabref at a certain time of day. Furthermore, as RARD II includes data from 

multiple recommendation scenarios, algorithm performance could be learned at a 

macro/global level, i.e., per platform [40]. 

Based on RARD II’s recommendation logs, researchers could also analyse the per-

formance of Mr. DLib’s different recommendation algorithms and variations as shown 

in Fig. 7. The figure shows the CTR for the content-based filtering recommendations, 

stereotype recommendations, most-popular recommendations and a random recom-

mendations baseline. In the first month, until February 2017, the CTR of all recommen-

dation approaches is similar, i.e. between 0.1% and 0.2%. In March 2017, CTR for all 

approaches except content-based filtering decreases to near zero. We assume this to be 

due to the JavaScript that Sowiport used since March 2017, and which did not deliver 

recommendations to web spiders. Apparently, the comparatively high CTR of stereo-

type, most-popular and random recommendations was caused by web spiders following 

just all hyperlinks including the recommendations. As mentioned before, CTR for all 

recommendations, including content-based filtering, decreases again in December 2017 

when Sowiport terminated its search feature.  

 

 

Fig. 7. Number of Recommendations and CTR by Month for Content-Based Filtering, Stereotype 

Recommendations, Most-Popular Recommendations, and Random Recommendations. 
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The recommendation logs may also be used to research the effect that the feature type 

in content-based filtering has on performance (Fig. 8). Surprisingly, standard keywords 

perform best as shown in Fig. 8. For instance, CTR for key phrases and word embed-

dings is 0.04% and 0.05% respectively in October 2017. In contrast, CTR of standard 

terms is 0.16% in October.  

 

 
Fig. 8. Number of Recommendations and CTR by Month for Different Content-Based-Filtering 

Variations 

 

RARD II also allows researchers to analyse the impact that processing time has on 

click-through rate. Fig. 9 shows that the longer users need to wait for recommendations, 

the lower the click-through rate becomes. This holds true for all algorithms being used 

in Mr. DLib. For instance, when content-based filtering recommendations are returned 

within 2 second, the average CTR is 0.16%. If recommendations are returned after 5 

seconds, CTR decreases to 0.11% and if recommendations are returned after 10 sec-

onds, CTR decreases to 0.06%. This finding correlates with findings in other infor-

mation retrieval applications such as search engines [41,42]. 

 RARD II’s recommendation log allows for many analyses more. Examples include 

or own analyses of the effect of bibliometric re-ranking [43], position bias (effect of a 

recommendation’s rank, regardless of its actual relevance) [44], choice overload (effect 

of the number of displayed recommendations) [45], and the effect of the document field 

being used for content-based filtering [46].  

 

 

Fig. 9. CTR based on time to calculate recommendations 
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Keyphrases, #Recs 416K 1M 2M 3M 925K 71K 82K 137K 146K 134K 82K 44K 47K 68K 52K 128K 45K 48K 9K 39K 14K 27K 8K 5K

Word Embd., #Recs 9K 33K 45K 35K 79K 27K 31K 8K 28K 10K 19K 6K 4K

Keywords, CTR 0.19% 0.24% 0.18% 0.09% 0.08% 0.15% 0.20% 0.20% 0.14% 0.12% 0.11% 0.11% 0.14% 0.16% 0.15% 0.12% 0.08% 0.05% 0.02% 0.06% 0.03% 0.05% 0.02% 0.05% 0.06%

Keyphrases, CTR 0.17% 0.09% 0.04% 0.03% 0.12% 0.05% 0.07% 0.04% 0.06% 0.04% 0.03% 0.05% 0.04% 0.04% 0.03% 0.01% 0.01% 0.01% 0.04% 0.01% 0.09% 0.02% 0.03% 0.02%

Word Embd., CTR 0.02% 0.05% 0.02% 0.04% 0.02% 0.01% 0.01% 0.04% 0.01% 0.06% 0.01% 0.00% 0.03%

0 1 2 3 4 5 6 7 8 9 10 11-20 21+

Impressions 29275k 624k 331k 169k 101k 72k 50k 35k 27k 21k 17k 79k 24k

All algorithms 0.11 0.15 0.14 0.11 0.10 0.13 0.10 0.09 0.06 0.07 0.06 0.05 0.02

Stereotype 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Most Popular 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Random 0.01 0.00 0.03 0.00 0.02 0.00 0.03 0.00 0.00 0.00 0.00 0.01 0.00

CBF 0.12 0.16 0.15 0.12 0.11 0.13 0.10 0.10 0.06 0.07 0.06 0.05 0.02

Terms 0.12 0.16 0.14 0.12 0.11 0.12 0.11 0.10 0.07 0.10 0.08 0.05 0.01

Keyphrases 0.04 0.01 0.01 0.02 0.02 0.04 0.04 0.00 0.02 0.02 0.03 0.02 0.00

Embeddings 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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3.2 The Implicit Ratings Matrices 

A ratings matrix is a mainstay of most recommendation datasets. RARD II contains 

two implicit, item-item rating matrices discussed below. Implicit ratings are based on 

the assumption that when users click a recommended article it is because they find the 

recommendation relevant (a positive rating). And, conversely if they don’t click a rec-

ommendation it is because the recommendation is not relevant (a negative rating). Of 

course, neither of these assumptions is particularly reliable. For example, just because 

a user selects a recommendation doesn’t mean it will turn out to be relevant. Likewise, 

a user may choose not to respond if a recommendation is not relevant, or they may 

simply not notice the recommendation. However, click-related metrics such as click-

through rate are a commonly used metric, particularly in industry, and are a good first 

indication of relevance. 

The full ratings matrix rating_matrix_full.csv (1.8 GB) is illustrated in Fig. 10. 

It contains 48,879,170 rows, one for each <source document; recommended docu-

ment> tuple. For each tuple, the following information is provided.  

• The id of the source document (src_doc_id) for which Sowiport or JabRef queried 

recommendations.  In a typical recommendation scenario, this entity may be in-

terpreted as the user to whom recommendations were made.  

• The id of a related-article (rec_doc_id) that was returned for the query. This entity 

may be interpreted as the item that was recommended to the ‘user’.  

• The number of times (#displayed) the tuple occurs in the recommendation log, 

i.e. how often the article was recommended as related to the given source docu-

ment. 

• The number of times the recommended article was clicked by a user (#clicks). 

• The click-through rate (CTR), which represents an implicit rating of how relevant 

the recommended document was for the given source document. 

 

 

Fig. 10. Illustration of the full rating matrix 

The full rating matrix was computed based on the full recommendation log. Hence, it 

also includes data from responses for which none of the recommendations were clicked. 

There are at least three reasons why users sometimes did not click on any recommen-

dation: users may not have liked any of the recommendations; users may not have seen 

the recommendation; or recommendations may have been delivered to a web spider or 

bot that did not follow the hyperlinks. In the latter two cases, the non-clicks should not 

be interpreted as a negative vote. However, it is not possible to identify, which of the 

row_id src_doc_id (user) rec_doc_id (item) # displayed # clicks ctr (rating)

1                    2                                95                              18                  -        0%

2                    18                             4,588                        5                    2            40%

3                    18                             16,854,445              1                    -        0%

4                    56                             985                            12                  10         83%

… … … … … …

48,879,167 24,523,730             776                            64                  1            2%

48,879,168 24,523,730             125,542                    5                    -        0%

48,879,169 24,523,738             6,645                        8                    -        0%

48,879,170 24,523,738             68,944                      1                    1            100%



 

 

three scenarios applies for those sets in which no recommendation was clicked. There-

fore, we created a filtered rating matrix. 

The filtered ratings matrix rating_matrix_filtered.csv (26 MB) contains 

745,167 rows and has the same structure (Fig. 11) as the full ratings matrix (Fig. 10). 

However, the matrix is based only on responses in which at least one recommendation 

from the response was clicked. The rationale is that when at least one recommendation 

was clicked, a real user must have looked at the recommendations who decided to click 

some recommendations and to not click others. Consequently, the non-clicked recom-

mendations are more likely to correspond to an actual negative vote. Compared to the 

full matrix, the rows are missing that represent <source document; recommended doc-

ument> tuples that were delivered in responses that did not receive any clicks. Also, 

the remaining rows tend to have lower #displayed counts than in the full-ratings matrix. 

 

 

Fig. 11. Illustration of the filtered rating matrix 

There are certainly more alternatives to create the implicit ratings matrix. For instance, 

one may argue that recommendation sets in which all recommendations were clicked, 

might have been ‘clicked’ by a web spider, which simply followed all hyperlinks on a 

website. Based on the recommendation log, researchers can create their own implicit 

ratings matrix.  

Fig. 12 shows the distribution of views and clicks of the tuples (query document; 

recommended document). 93.9% of all tuples occur only once. This means, it rarely 

happened that a document pair (source document x and recommended article y) was 

recommended twice or even more often. Actually, only 4.72% of the tuples were deliv-

ered twice, and 0.73% of the tuples were delivered three times. Most of these tuples did 

not receive any click (85.48%). 14% of the tuples received one click, and 0.4% received 

two clicks.  

 

 

Fig. 12. Statistics of the filtered ratings matrix 

id src_doc_id (user) rec_doc_id (item) # displayed # clicks ctr (rating)

1              2                                95                              13                  -        0%

2              18                              4,588                        2                    2            100%

3              56                              985                            11                  10          91%

… … … … … …

745,165 24,523,730             776                            32                  1            3%

745,166 24,523,730             125,542                    2                    -        0%

745,167 24,523,738             68,944                      1                    1            100%
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3.3 External IDs (Sowiport, Mendeley, arXiv, …) 

The third element of the data release is the list of external document ids (exter-

nal_IDs.csv, 924 MB). There are 33m such ids for the Sowiport and CORE documents 

used. In addition, for a subset of the Sowiport ids there is associated identifiers for 

Mendeley (18%), ISSN (16%), DOI (14%), Scopus IDs (13%), ISBN (11%), PubMed 

IDs (7%) and arXiv IDs (0.4%). This third subset is provided to facilitate researchers 

in obtaining additional document data and meta-data from APIs provided by Sowiport 

[47], CORE [48], and Mendeley [49]. 

4 Discussion & Related Work 

We have introduced RARD II, a large-scale, richly detailed dataset for recommender 

systems research based on more than 94m delivered scientific article recommendations. 

It contributes to a growing number of such datasets, most focusing on ratings data, 

ranging in scale from a few thousand datapoints to tens or even hundreds  of millions 

of datapoints [50].  

The domain of the RARD II data release (article recommendation) distinguishes it 

from more common e-commerce domains, but it is not unique in this regard [51–56]. 

Among others, CiteULike [57,58] and Bibsonomy [59,60] published datasets contain-

ing the social tags that their users added to research articles and, although not intended 

specifically for use in recommender systems research, these datasets have nonetheless 

been used to evaluate research-paper recommender systems [61–69]. Jack et al. com-

piled a Mendeley dataset [70]  based on 50,000 randomly selected personal libraries 

from 1.5m users and with 3.6m unique articles. Similarly, Docear published a dataset 

based on its recommender system [71] based on the metadata of 9.4m articles, their 

citation network, related user information, and the details of 300,000 recommendations.  

While RARD II shares some similarities with some of these datasets, particularly 

Docear and, of course, its predecessor RARD I [26], it is one of the only examples of a 

dataset from the digital library domain that has been specifically designed to support 

recommender systems research, and provides data at a scale that no other dataset in this 

domain provides. Because of this it includes information that is especially valuable to 

recommender systems researchers, not just ratings data but also the recommendation 

logs, which provide a unique insight into all aspects of the sessions that generated the 

recommendations and led to user clicks. Considering the scale and variety of data, 

RARD II is a unique and valuable addition to existing datasets. 

Many datasets are pruned, i.e. data that is considered as not optimal is removed. For 

instance, the MovieLens datasets contain only data from users who rated at least 20 

movies [12]. Such pruned datasets are nice for researchers because applying e.g. col-

laborative filtering works typically very well. However, such datasets are not realistic 

as dealing with noise is a crucial task in real-world recommender systems that are used 

in production. RARD II is not pruned, i.e. no data was removed. We believe that giving 

access to the full data including the many not-clicked recommendations is valuable for 

researchers who want to conduct research in a realistic scenario.  



 

 

5 Limitations and Future Work 

RARD II is a unique dataset with high value to recommender-systems researchers, par-

ticularly in the domain of digital libraries. However, we see areas for improvement, 

which we plan to address in the future.  

Currently, RARD only contains the recommendation log and matrices from Mr. 

DLib, and Mr. DLib delivers recommendations only to two service partners. In the long 

run, we aim to make RARD a dataset that contains data from many RaaS operators. In 

addition to Mr. DLib, RaaS operators like Babel [72] and the CORE Recommender 

[33,48] could contribute their data. Additional service partners of Mr. DLib could also 

increase the value of the RARD releases. RARD would also benefit from having per-

sonalized recommendation algorithms included in addition to the non-personalized re-

lated-article recommendations. We are also aware of the limitations that clicks inherit 

as evaluation metrics. Future versions of RARD will include additional metrics such as 

real user ratings, and other implicit metrics. For instance, knowing whether a recom-

mended document was eventually added to a JabRef user’s library would provide val-

uable information. While RARD contains detailed information about the applied algo-

rithms and parameters, information about the items is limited. We hope to be able to 

include more item-related data in future releases (e.g. metadata such as author names 

and document titles).  
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