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Abstract 
In this article discussed and solved the problems of comparing language concepts in 
specialized texts, in particular, scientific texts in the Ukrainian language. A corpus of 
scientific texts and dictionaries as well as stop words and affixes has been formed for 
processing specialized texts. The resulting texts were analyzed and converted into text 
frequency-inverse document frequency (TF-IDF) feature representation. To transform 
the original vector of features, it is proposed to use an algorithm for the synthesis of 
linear systems, in combination with the T-stochastic neighbor embedding (T-SNE). A 
series of experiments were performed on test examples for the determination of 
informational density in the text and classification by keywords in specialized texts using 
the method of random samples consensus (RANSAC). A method of classification of 
hidden language concepts was proposed, use of clustering methods (K-means). As a 
result of the experiment, the structure of the classifier of hidden language concepts was 
obtained in structured texts. The stability of the proposed method is investigated by using 
the perturbation of the original data by a variational autoencoder. The obtained structure 
allowed to achieve a relatively high recognition accuracy (97%-99%) using decision 
trees and machines of extreme gradient amplification. 
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1. Introduction and problems statement 

One of the important problems in scientific research in the specialized texts are to compare texts 
according to a certain criterion, namely the inclusion of a certain phrase or set of phrases in a given 
scientific text to obtain results that contain the desired set of phrases [1-3]. This method is currently 
used successfully in searching for information by keywords, but it has disadvantages - first, the need 
to search all the text and search for each keyword by a given criterion, which causes search results 
that are not relevant to the searched text [2,4]. Note that among the many known methods of textual 
information research are the most popular: the method of frequency analysis of the term, taking into 
account the inversion of frequency to other documents - TF- IDF [4], the linear method of reference 
vectors (LSVM) [5] and the method of the Bag of Words [6]. The advantages of TF-IDF and Bag of 
Words include good speed and great applications; the main advantage of the LSVM method is 
accuracy. The disadvantages are the slowness of execution, "rejection" of stop words, which 
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inevitably leads to loss of meaning; lack of consideration of the position of each word in the text, 
which can provoke difficulties in finding content in a particular text. 

Based on the analysis of the subject area and the selection of research issues, the following 
problems are formulated: 

• to form a sample of scientific texts on various topics; 
• get an idea of the vectors of the features of individual sentences in the text; 
• analyze the affinity of texts from the annotations of texts with the source texts; 
• to investigate the representation of feature vectors with the involvement of different methods of 

data dimension reduction, clustering and grouping of features; 
• assess the information concentration of the content of different samples of text on the 

representation of the vectors of the characteristics of individual sentences of the text; 
• to classify individual sentences of texts by subject; 
• to investigate the selection of hidden concepts by clustering methods; 
• evaluate the stability of classification algorithms to transformations of dimensionality of 

features. 

2. Related works 

A large number of publications are devoted to the study of specialized and scientific texts, among 
which the following should be noted: in [7] the amplitude and phase characteristics of terms in the 
text were investigated to assess the concentration of categories of terms in the text, in [8], 
experimental information technology was developed analysis of frequency characteristics of semantic 
terms and word combinations in the text and built a model Sub-Verb-Sub [8,9]. Despite the 
availability of these studies on this topic, a number of problems have not been resolved, in particular, 
the analysis of the frequencies of individual sentences in the text, the relationship of the meaning of 
the abstracted text (annotations, abstracts) with the text, statistical proximity [10,11] different authors 
on one topic and the study of ways to improve the results of text classification in the context of the 
problem of analysis of hidden concepts of language, in particular using the methods of grouping and 
reducing the dimensionality of the vector of characteristics [12,13,14].  

3. Implementation 
3.1. Getting data 

The study formed three samples of scientific texts for modeling and recognition of communicative 
information on three topics: facial expressions, Ukrainian sign language and texts in Ukrainian (about 
1500 sentences) [15]. After detailed processing these sets will be presented as open dataset. 

Thus, using the proximity of themes, it is possible to determine how the representation of these 
texts in the space of characteristic features changes, which will allow to determine the common and 
different concepts of language in these texts. To solve this problem, scientific texts were presented in 
the form of a matrix in which each line corresponds to a separate sentence, including the title, 
annotation, captions, conclusions, and other textual elements that contain the text. 

3.2. Data analysis environment 

To analyze this data, a module for intelligent analysis of scientific texts in Python was created with 
the involvement of the scikit-learn data processing library in the Jupiter development environment 
[16, 17]. This module implements the following operations: 

• parsing of text data; 
• deletion of uninformative data and word endings; 
• obtaining statistical characteristics of the text; 
• transformation of text elements into a vector of characteristic features; 
• transformation of the vector of features into a vector of reduced dimension; 
• training and testing of methods of classification of text data by a set of features; 



• visualization of the vector of characteristic features. 
The resulting module was tested on a hardware platform with Windows and the following 

characteristics: Intel Core i5-6600k processor, 8 GB of DDR4 RAM. 

3.3. Data organisation 

To solve this problem, we present scientific texts in the form of a matrix, in which each line 
corresponds to a separate sentence, including title, abstract, captions, conclusions, and other elements 
that characterize this text, presented as a vector of features, where each of the features corresponds to 
a particular term and the frequency of its appearance in the text. To compare several texts with 
different topics, we will form a body of scientific texts that limits the area of interest (for example, 
scientific articles that contain the required information).  

Texts (body of texts and compared text) are analyzed by a parser, which eliminates all words that 
do not carry significant meaning (stop words) and cuts off affixes (suffixes and endings) of words. On 
the basis of the received set of terms frequency characteristics are formed. Then both texts (or corpora 
of texts) are compared and all terms and, accordingly, features that are not included in at least one of 
the texts are cut off. 

3.4. Features extraction 

Each row of the matrix was presented in the representation TF-IDF (text frequency inverse 
document frequency) [8,9,14], where each of the elements corresponded to a separate term and 
frequency of its occurrence. The obtained frequency characteristics were compared and all terms and, 
accordingly, features that are not included in at least one of the texts were cut off from the vector of 
features. This allowed to preserve the dimensionality of the data and to take into account only the 
ratio of the number of scientific terms common to texts with different topics.  

In addition, when using some methods to reduce the dimensionality of the data (in particular, 
Karunen-Loeve [9]), this allowed to reduce the number of zero elements and the degree of sparseness 
of the sample matrix. 

3.5. Statistic relationship of abstracts in specialized texts 

To estimate the statistical affinity in the first group of experiments, it was proposed to use the 
following indicators: Cartesian distance, Pearson's test and standard deviation. These values indirectly 
indicate the heterogeneity of sentences and therefore at the preliminary stage of the process allow you 
to indirectly check the validity of the sample [18,19]. As a result of tests when comparing individual 
sentences from a single scientific text and annotation from this text, it was noted that sentences that 
had different meanings differed in the proposed parameters. 

The example of the 1st sentence from the annotation shows the similarity and difference of 
sentences on three parameters are given in Table. 1. 
 
Table 1 
 Statistic features of the studied sentences 

Abstract  Article № 
n/n  Dist  Pearson   St. Dev   Dist  Pearson  St. Dev 

1  0  1  0.490698  11  0.425414  0.347540 
2  10  0.618363  0.529891  4  0.854699  0.325396 
3  11  0.409801  0.300327  12  0.501629  0.490698 
4  17  0.002661  0.300327  14  0.334416  0.418213 
5  12  0.541444  0.529891  11  0.425414  0.34754 

 



The calculated values in Table 1. show that for sentences with common concepts, there is a pattern 
of similarity of statistical indicators for texts with similar content, for example, in sentences that had 
the same Cartesian distance, but for the 1st sentence of the annotation and the 2nd of the main 
content, which contained close in content sentences, these values did not allow to argue about the 
unambiguous similarity of these sentences in content. 

3.6. Feature vector dimensionality reduction   

To reduce the dimensionality of the original vector of characteristic features of individual 
sentences, the Karunen-Loeve transformation was applied. Before performing the decomposition of 
the original data into eigenvectors, insignificant features were discarded, in particular, features with a 
low frequency of occurrence in the text to reduce the sparseness of the matrix and to exclude zero 
rows or columns in the covariance matrix. 

As a result of this experiment, feature sets were obtained for sampling, which were analyzed 
further. This schedule of text sampling for the first body of texts showed that 95% of the energy of 
eigenvectors was within first three vectors, which allowed to visualize the spatial arrangement of 
feature vectors of data elements in the form of a three-dimensional diagram, shown below in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. First three eigenvalues of the studied sentences in Karhunen‐Loeve representation 

 
As can be seen from the diagram, first, the first three eigenvalues form separate clusters of points, 

which allows us to argue about the difference of concepts in these sentences. Second, the distance 
between the elements of the test sample (circled) and the training sample (other points) allows you to 
visually assess the proximity of data samples to each other, and, therefore, used to identify hidden text 
parameters. 

3.7. Dimensionality reduction using grouping of features  

Since the three-dimensional representation is not convenient for visualization, it was proposed to 
perform feature grouping for visualization in the form of a flat image, which additionally used T-
stochastic neighbor embedding [20] to reduce the dimensional vector of features to two. For clarity, 
Fig. 2 below shows the representation of the feature vector for the second body of texts by T-
stochastic neighbor embedding and clustiring of points by the K-means. 

 

 
 

Figure 2. Representation of a feature vectors for the second body of texts by T‐stochastic neighbor 
embedding, grouping of features and clustering of points by the method of K‐means 



At the Fig. 3 shows histograms of the distribution of feature values for the first and second corpora 
of texts, respectively. 

 

 

 
 

Figure 3. Histograms of the distribution of feature values for the body of texts 1 and 2 

3.8. Informational density of sentences in text  

With a relatively large number of samples in the body of texts and, accordingly, the educational 
sample, the sentences and their location in the feature space should come to the fore [21]. 
Accordingly, texts that differ significantly in content will have a large number of non-occurrences of 
sentence elements in clusters, which indicates the difference between the subject matter of the text 
and hidden concepts. 

To test this hypothesis, it was proposed to use a regression function - the method of consensus of 
random samples (RANSAC) [22,23]. In Fig. 4 shows the regressions on three samples of scientific 
texts in the representation of T-SNE features. 

Dark gray in Fig. 3 shows which points are accepted by the method of the most informative and 
used to build a regression. Accordingly, comparing the graphs, we can indicate that the texts have a 
common theme, because the location of the points intersect. In addition, the dark gray dots in Fig. 3 
also indicate the areas with the greatest information density of the content of each of the corpora. 

3.9. Sentences classification using different text corpora  

A series of tests was performed on T-SNE representations of texts involving methods of 
intelligent data processing [24,25]. Thus, the following methods were studied: random forest, decision 
tree, nearest neighbors method, reference vectors method, naive Bayesian classifier, single-layer 
neural network. As part of the experiment, the Bayesian classifier performed best on the obtained data 
set. The learning results of the algorithms are illustrated in Table 2. 

 
 



а)  

b)  

 
   c) 

Figure 4. Sentences from 1 to 3 (a to c) and their informational density 
 
Table 2 
Precision, recall, score and support for Bayesian classifier on given datasets 

Dataset  Precision  recall  f1‐score    support 

Emotion     0.94  0.87  0.90  138 

Gesture  0.82  0.94  0.87  163 

NLP  0.95  0.87  0.91  159 

         

accuracy  0.90  0.89  0.89  460 

macro avg  0.90  0.89  0.89  460 

weighted avg  0.90  0.89  0.89  460 
Based on the experiment, it was shown that the obtained set of TF-IDF features allows to classify 

texts with high reliability (87%). The presence of recognition errors of the 1st and 2nd kind (see Fig. 



4) is explained by the great affinity of the texts and the closeness of the author's styles in scientific 
texts, which involves the use of common terms, and this can be seen from the similarity of 
representations in Fig. 3. 

3.10. Classification of text using help of data clustering  

In order to study the possibility of improving the results of classification, the following approach is 
proposed: since the studied texts include hidden concepts (subsets) from the category of sentences that 
are close in content, the selection of such hidden concepts allows to correctly set the task of 
classifying texts, namely to classify sentences according to their similarity to a particular concept of 
the text [26]. 

To do this, it was proposed to use one of the implementations of the method of K-means (mini-
batch K-means), which is best suited for experimental data. The obtained data clusters were selected 
as data labels, which thus allowed to move from the classification by subject of texts to the 
classification by the method of clustering [27,28], taking into account the internal structure of the 
data, namely the hidden concepts of language. 

The following methods were chosen as classification methods: the method of reference vectors 
with linear and nonlinear hypothesis, single-layer neural network, Bayesian classifier, decision trees 
and related methods, including adaptive amplification machine and extreme gradient amplification. 
As a result of the test it was shown that the obtained set of data from the studied methods of the 
highest accuracy of recognition of hidden concepts is achieved by the method of reference vectors 
with a linear hypothesis (97.4%), single-layer neural network (97.4%), random forest (99.1%) , 
decision tree with extreme gradient boost (99.1%). 

3.11. Algorithm stability testing using perturbations of feature matrix  

To verify the algorithm, an additional experiment was performed to study the stability of 
determining data classes when introducing perturbations into the vector of characteristic features. 
Perturbation was performed by converting the original representation of T-SNE (two-dimensional) 
into a latent feature space (two-dimensional), in which the data points from the source space 
corresponded to the location in the latent feature space. A variational autoencoder (VAE) was used for 
this purpose [28]. This method minimizes the rms error between the input (in the T-SNE 
representation) and the output data set (in the latent feature space), and generates additional data 
elements that have the same distribution as the sample of training samples in Fig. 5. 

In addition, in order to achieve high accuracy of data representation, the hidden layer of the 
autocoder has a dimension much higher than in conventional applications. 

Using the dimensional transformation obtained by the autocoder, it was noted that the 
representation of features in the latent space (see Fig. 1) allows us to build a linear hypothesis when 
classifying each other (one class versus another class). Below in Fig. 6 shows hypotheses and data 
labels for representation of features in the latent space. 

Considering Fig. 5 and Fig. 6 it can be noticed that the separation band has decreased. 
Accordingly, this led to a decrease in the accuracy of recognition by classification methods by 12% - 
up to 85% for the method of reference vectors and single-layer neural network and by 2% - up to 
97.1% for random forest and decision tree methods with extreme gradient enhancement. Despite the 
decrease in the accuracy of recognition, this experiment is interesting to study the effect of 
perturbation on the accuracy of recognition by different methods of classification. 

3.12. Determining  the  nature  of  perturbations  in  a  sample  matrix  using 
pseudo inversion 

Perturbation of input data affects the convergence of the classifier learning algorithm. The 
measure of perturbation in the original and transformed matrix in the latent space of features is the 



value of entropy. Entropy can be determined indirectly by the decrease in energy of its eigen mean 
square error vectors of the sample matrix. 

A variational auto encoder minimizes the average quadratic error between data elements (MSE). 
MSE is also an expression of the magnitude of data. Thus, it is possible to associate the value of 
variance change with the nature of the decline in energy of its own numbers of the source and 
transformed matrix. 

Knowing the magnitude of the variance change, we can estimate the number of vectors responsible 
for the informative part of the data under study. The advantage of latent representation is the 
reduction of the distance between data classes (and separation band), which ultimately affects the 
number of iterations of the optimization algorithm and its convergence of the classification algorithm.  

a)  

 
b) 

Figure 5. T‐SNE a) and b) representation of feature space of higher dimension 
 



 
 
Figure 6. Hypotheses visualizing for different classifiers in latent feature space 
 

4. Conclusion 

The presented work proposes an approach to text analysis uning text mining methods, including 
TF-IDF feature extraction method, feature dimensionality reduction based on Karhunen-Loeve 
transform and T-SNE data representation in 2-dimensional space and classification of acquired data 
using decision tree models. Also the paper discusses how the stability of the methods is affected by 
perturbation of data using variational autoencoder. 

In order to study proposed method an experimental dataset was obtained; this dataset consists of 
three text corpora on three different topics – facial expression recognition, gesture recognition and 
text mining; these datasets related to similar topics of research and thus giving a possibility to study 
proposed methods in condition where the datasets have some features in common. 

The experimental results of algorithms is shown in tables and figures; most important results are 
depicted on the Fig. 4, Fig.5 and Table 2. Given data is separable and has alignment axes in feature 
vector in reduced dimensionality representation; moreof, application of variational autoencoder copes 
well with data noise and reduces innecessary variance but decreases separability of the data. 

Feature vectors of individual sentences formed from the appearance of individual words are very 
effective for the classification of texts by subject, but the presence of common themes of scientific 
texts and typical sentences reduces the efficiency of recognition. 

The use of dimensional reduction and grouping methods indicated the presence of data point 
concentrations that could be used to assess the author's style using typical sentence constructs. Two 
results should be pointed out separately: in the classification of hidden concepts (clusters of data 
points) with the use of clustering methods and the introduction of perturbations into the original data.  

Thus, given results make it possible to determine the further direction of research, namely the 
study of a sample of scientific texts with other topics and authorial styles, the use of other methods of 
classification of structured texts, what will be the goal of our further investigation. 
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