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Abstract. A long-standing problem in the field of Business Process
Management (BPM) is that of constructing accurate and reliable models
for “what-if” business process analysis (digital process twins). This pa-
per formulates this problem in a general setting and spells out associated
challenges. The paper suggests that this problem can be addressed by
combining observational data, experimental data, and domain knowledge
using hybrid modeling methods drawing from the fields of discrete event
simulation, machine learning, and causal inference.

1 The Problem

Business processes are destined to change, be it to respond to business opportu-
nities, environmental changes, changes in customer expectations, staff turnover,
or to address internal bottlenecks and other sources of waste [9].

Changes in a process may be organic — resulting from actors in a process
adjusting their behavior to respond to emergent situations — or planned —
resulting from agreed-upon changes to the norms, guidelines, policies, or IT
systems. In this paper, we focus planned changes [9], herein called interventions.
Examples of interventions include reordering two tasks, adding a task, adding a
resource, changing the decision logic in a branching point, or automating a task.

Interventions are usually made in order to improve the performance of a pro-
cess or to comply with regulations. In either case, process managers are interested
in predicting and understanding the impact of the changes with respect to one
or more process performance measures, such as cycle time (duration of each case
averaged across a set of cases), activity processing time (total time consumed by
an activity type across a set of cases) and resource utilization (percentage of
available time during which a resource is busy).

A longstanding problem in the field of BPM is that of what-if process analysis:
How to predict the values that one or more process performance measures will
take after a given business process intervention?

An intervention on a process may effect other processes, particularly those
with which it shares resources. For example, the same team of accountants might
handle inbound invoices in a Purchase-to-Pay process (P2P) process and out-
bound invoices in an Order-to-Cash (O2C) process. Thus, an intervention in the
P2P process that increases the team’s workload may affect the O2C process.
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Hence, rather than viewing an intervention as affecting an individual process,
we should reason about one or more interventions affecting one or more processes.
In the above example, the intervention in the P2P process should be analyzed
relative both to the P2P and the O2C process. Accordingly, we formulate the
problem of what-if process analysis as follows:

– Given:
1. one or more business processes, for which we might have available one or

more process specifications and/or event logs generated by the execution
of the processes on top of one or more information systems.

2. Given one or more interventions that affect one or more processes.
3. Given one or more process performance measures of interest.

– Predict the values of the process performance measures after the given in-
terventions.

A solution to this problem should fulfill the following requirements:

R1 The predictions about the effects of interventions should be accurate. Here,
accuracy may be measured in terms of the error between the predicted and
the actual performance after intervention.

R2 Sometimes, it might not be possible to predict the effect of a given interven-
tion, for example because no similar interventions have been observed in the
past, and thus there is no information about how the actors in the process
will react. If this is the case, either no prediction should be made or the
prediction should be accompanied by a reliability estimate.

From a design science perspective, the problem at hand can be formulated
as that of designing a method to construct an artifact that can make the above
predictions for a given set of processes, possible interventions, and performance
measures. Said method may take as input data and domain knowledge about one
or more processes, for example, execution data (event logs), constraints on the
process (declarative specifications), or other specifications of process behavior.

The above design science problem is not specific to the field of BPM. A simi-
lar problem has been tackled for several decades in various fields of engineering,
including mechanical and industrial engineering, where the type of artifact men-
tioned above is known under the term of Digital Twin (DT). A digital twin is a
model of an object or system that, together with a stream of data about events
related to the object or system, is able to accurately predict the performance
of the physical object or system over time. Hence, the problem we formulate
here can be conceptualized as that of designing methods to construct a DT of a
business process, herein called a Digital Process Twin (DPT).

2 Why is the problem important?

During the redesign phase of the business process lifecycle, what-if analysis allows
decision makers to compare multiple possible interventions in order to address
one or more performance issues in a process [6]. What-if analysis allows managers
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to estimate the performance improvements that a given process intervention is
likely to bring about, and hence to build a business case for an intervention by
comparing its expected benefits against its expected costs or drawbacks.

In addition to its role as a decision making during process redesign, what-if
analysis is a primitive operation for automated business process optimization.
Here automated process optimization refers to the ability to identify optimal
interventions on a process to maximize or minimize a given objective function
(defined in terms of one or multiple performance measures) under certain con-
straints (e.g. resource utilization should remain below 80%)

DPTs also have potential applications in the field of process optimization [10].
Process optimization algorithms operate by exploring a large number of possible
process interventions and evaluating them in order to determine which interven-
tion (or combination of interventions) yields the highest gain with respect to the
given objective function. To do so, the optimization algorithm needs a DPT that
is sufficiently efficient (computationally) to be executed thousands or millions of
times in a short period of time. This use-case brings an additional requirement
in the above problem statement: the DPT should be computationally efficient,
particularly when it comes to generating predictions.

3 Why is the problem challenging?

The field of DT construction has reached a certain level of maturity in various
engineering fields (e.g. mechanical and material engineering) where the objects
for which DTs are built are guided by physical laws. There have also been consid-
erable advances in the field of DT construction for deterministic systems such as
automated production systems, where DTs are often built using Discrete Event
Simulation (DES) [12]. However, the more a system involves a human factor —
and business processes do involve a significant human component — the more
intractable it becomes to design digital twins of sufficiently high level of fidelity.
The underpinning challenge is twofold.

First, human behavior exhibits a high level of variability. The performance
of a worker on 1 June might be very different from that on 8 June, at exactly
the same time. Some of these variations can be predicted if suitable data is
available: For example, the time since the worker’s last vacation period, the
weather, the level of workload, the fact that 8 June is a school holiday. Others,
however, are stochastic, e.g. fatigue effects due to a viral infection or a bad
night’s sleep. Beyond individual variability (variability in the behavior of the
same worker), there is also cross-individual variability: different workers behave
differently under indistinguishable circumstances. A more experienced worker
is likely to complete a task instance faster than a less experienced one, under
identical process execution contexts. There are two intertwined challenges when
modeling such variability: (i) separating the predictable variability from the
unpredictable (stochastic) one; and (ii) collecting the data required to model the
predictable component, e.g. collecting suitable data to train Machine Learning
(ML) models to capture fatigue-related or workload-related variability.
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Surmounting the variability challenge is necessary to build simulation models
that accurately capture an “as-is” process. However, the purpose of a DPT is
not so much to capture the as-is process, but rather to reason about the effects
of interventions, including interventions that have not been observed before. Yet,
human actors may react to interventions in unexpected ways [5]. Automating a
task might slow down workers downstream if this automation generates issues
that would otherwise be detected by the workers who performed said task before
its automation. Hence, a second challenge is how to reliably and accurately model
the way the performance of the process evolves after an intervention.

4 Related work and research directions

Business Process (BP) simulation is an established approach for what-if analysis.
Traditional BP simulation methods have various limitations that affect their ac-
curacy [14]. For example, BP simulators often assume that resources are available
during predetermined timetables, that there is no multi-tasking, no batching, and
no task prioritization. Beyond these limitations, BP simulation approaches suffer
from two fundamental assumptions: (i) they assume robotic resource behavior
(e.g. do not take into account fatigue); and (ii) they rely on manually designed
models that often only capture the main pathways of the process. Data-driven
simulation approaches [3] — wherein the simulation model is automatically dis-
covered from execution data — address some of these shortcomings, e.g. in rela-
tion to handling resource availability patterns and multitasking [2]. A direction
to enhance the accuracy of data-driven BP simulation methods is to combine
them with methods for automated discovery of batching [7], prioritization [11],
and other behaviors that affect the accuracy of simulations [14].

A related approach to build DPTs is via system dynamics simulation [8].
Whereas BP simulations capture the behavior of each case, these approaches
focus on relations between measures (e.g. resource utilization, cycle time).

Another possible approach to build DPTs is via ML methods. Recent studies
have shown that it is possible to build generative machine learning models that
accurately replicate the behavior of a process under different perspectives, par-
ticularly the control-flow and the temporal perspective [13]. Recent work showed
that such generative models can achieve higher level of temporal accuracy than
BP simulation models derived from execution data [4]. However, generative mod-
els are trained on past data, and are therefore unable to make predictions for
interventions that have not been observed in the past. In contrast, DES mod-
els are able to capture the effect of certain types of interventions (particularly
interventions that affect the availability of resources). A direction for building
accurate DPTs is to combine generative ML approaches with existing (data-
driven) BP simulation approaches. The challenge here is how to do so in a way
that the resulting models have the generalizability required for what-if analysis,
beyond simple changes such as removing a task, replacing a task with another
one, or adding a task that ressembles existing tasks in terms of its behavior.
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Another direction is to combine data-driven simulation with causal ML tech-
niques. Recent work showed that causal ML techniques (uplift trees) can be used
to assess the impact of interventions on case outcomes [1]. Similar methods can
be used to estimate the impact of interventions on cycle time. An advantage of
these techniques is that their reliability can be enhanced by combining observa-
tional data (event logs) with experimental (A/B testing) data. The challenge is
how to seamlessly integrate these techniques with simulation in order to lever-
age their complementary, given that causal ML techniques can only reason about
interventions that have been observed, in contrast to simulation.

Acknowledgment Work funded by European Research Council (PIX Project).

References

1. Z. D. Bozorgi, I. Teinemaa, M. Dumas, M. L. Rosa, and A. Polyvyanyy. Process
mining meets causal machine learning: Discovering causal rules from event logs.
In B. F. van Dongen, M. Montali, and M. T. Wynn, editors, Proc. of ICPM 2020,
pages 129–136. IEEE, 2020.
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