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Abstract
This work presents the participation of the SINAI team in the EXIST 2022 shared task at IberLEF.
Specifically, we have addressed Task 1: Sexism identification consisting of a binary classification of sexism.
We have explored data augmentation and machine translation techniques for fine-tuning a Transformer
model. In total, 45 systems have been submitted from all participating teams. The 3 runs sent by our team
have been placed in positions 32, 33 and 35 with an accuracy of 73.16%, 72.78% and 72.02%, respectively,
being 79.96% the best result obtained in the competition.
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1. Introduction

The large amount of content posted daily on social networks and their rapid dissemination make
it necessary to combat inappropriate behaviors, such as sexist conducts. Sexism is prejudice or
discrimination based on sex. It can be expressed in different ways, such as directly, indirectly or
descriptively [1], and can undermine women ideologically, sexually, with hatred, by objectifying
them, etc. Most of the works and competitions organized so far focus only on one form of
sexism, misogyny or hatred towards women [2, 3, 4, 5, 6], such as the AMI shared task [7, 8],
on the automatic identification of misogyny in Twitter, and HatEval [9], on the detection of
hate speech against immigrants and women. The shared task EXIST, sEXism Identification
in Social neTworks, was created in 2021 [10] to address the main forms of sexism, including
misogyny, inequality, objectification, sexual violence and dominance. Its goal is to promote
the development of automatic systems to identify and classify sexism in English and Spanish
languages.
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Table 1
Dataset statistics for Task 1: Sexism identification

Data Class Language TotalEnglish Spanish

Training Sexism 2,794 2,864 5,658
Non-sexism 2,850 2,837 5,687

Test 526 532 1,058

Total 6,170 6,233 12,403

EXIST 2022 [11] is the second edition of the task and is organized at IberLEF workshop. The
organizers proposed two tasks: Task 1: Sexism identification and Task 2: Sexism categorization.
This work presents the system we developed for our participation in Task 1 that is based on
exploring data augmentation and machine translation.

The rest of the paper is organized as follows. Firstly, Section 2 describes the task and the data
provided. Secondly, Section 3 presents the proposed system for addressing Task 1. Following,
Section 4 shows the results obtained and a discussion thereof. Finally, Section 5 completes the
paper with some conclusions and the future work.

2. Task description

The shared task EXIST 2022 [11], organized at IberLEF workshop, aims to identify and categorize
sexist content in social networks. Specifically, it proposes two tasks to detect sexism in English
and Spanish. Task 1: Sexism identification is a binary classification task that consists of determin-
ing whether a text is sexist or not. Task 2: Sexism categorization is a multi-class classification task
in which, for each text classified as sexist in the first task, it should be determined the facet of
women that is undermined according to the following categories: (1) ideological and inequality,
(2) stereotyping and dominance, (3) objectification, (4) sexual violence, and (5) misogyny and
non-sexual violence. We participated in Task 1: Sexism identification.

During the systems development phase, the complete EXIST 2021 dataset [10] was provided
as training set. This dataset contains 5,644 texts written in English and 5,701 in Spanish from
Twitter and Gab. For testing the systems, 1,058 tweets written in Spanish and English and
collected in January 2022 were supplied. The organizers chose not to release the gold labels of
this dataset, so its distribution cannot be provided. The statistics of the EXIST 2022 dataset for
Task 1 are presented in Table 1.

Finally, it is worth mentioning that in order to evaluate the participants’ systems, the orga-
nizers used the Evaluation Framework EvALL [12] and selected the Accuracy measure to rank
the participants in Task 1.

3. System description

In this work, we explore the use of Transformers and two techniques:



1. Data augmentation. Given that Deep Learning systems improve their performance
when they incorporate a larger volume of data [13, 14, 15], a search for task-related
datasets has been performed (explained below).

2. Machine translation. Since there are languages that have hardly any dedicated resources
for training Deep Learning systems, we are going to test how the use of datasets in other
languages is affected by applying machine translation.

3.1. Data Augmentation and Machine Translation

The performance of most Machine Learning models, and Deep Learning models in particular,
depends on the quality, quantity and relevance of the training data. Data augmentation is a set
of techniques to artificially increase the amount of data. This includes making small changes
to data or using Deep Learning models to generate the new one. Under this approach, our
intention was to augment the training data with existing, available, task-related datasets. In
addition, we used machine translation to translate all the Spanish data to English, as the system
was developed to classify English texts. For this, we used the free and unlimited python library
Googletrans [16], that implemented Google Translate API.

After performing a search for available and task-related datasets, we selected the following
ones:

• AMI 2018 [17]. It is the dataset provided in the AMI 2018 task, whose objective was the
automatic identification of misogynous content, both in Spanish and English languages, in
Twitter. The AMI shared task was organized according to two main sub-tasks: misogyny
identification, discrimination of misogynist contents from the non-misogynist ones, and
misogynistic behaviour and target classification, recognition of the targets that can be
either specific users or groups of women together with the identification of the type.

• Spanish MisoCorpus-2020 [18]. It is a balanced corpus regarding misogyny in Spanish. It
is classified into three subsets: i) violence towards relevant women, ii) messages harassing
women in Spanish from Spain and Spanish from Latin America, and iii) general traits
related to misogyny.

• ISEP Sexist [19]. It is a dataset of sexist statements written in English. It presents more than
1,100 examples of statements of workplace sexism, roughly balanced between examples
of certain sexism and ambiguous or neutral cases.

Table 2 shows some features and statistics of these three datasets, and the EXIST 2022 dataset
provided by the organization.

3.2. Deep Learning model

We chose Hugging Face open source state-of-the-art machine learning library Transformers
[20] and their free public collection of pre-trained models in order to review a currently popular
choice for Artificial Intelligence developers and researchers. Specifically, we used: distilbert-base-
uncased-finetuned-sst-2-english [21], one of the most downloaded text-classification/English



Table 2
Datasets features

Dataset # docs # language

EXIST 2022 (1) 11,345 English

AMI 2018 (2) 20,483 English/Spanish

Spanish MisoCorpus-2020 (3) 19,735 Spanish

ISEP Sexist (4) 12,482 English

models available on Hugging Face. This model is a fine-tune checkpoint of distilbert-base-
uncased, fine-tuned on SST-2. distilbert-base-uncased-finetuned-sst-2-english reaches an ac-
curacy of 91.3% on the dev set (for comparison, BERT bert-base-uncased version achieves an
accuracy of 92.7%).

We selected this model not only due to its popularity but because it was fine-tuned on the
widely used SST-2, the Stanford Sentiment Treebank dataset [22], that as a sentiment analysis
corpus can be considered related to the EXIST 2022 dataset. We checked some of the other
most downloaded text-classification Hugging Face available options as the already referenced
bert-base-uncased [23] and nlptown/bert-base-multilingual-uncased-sentiment [24] before of
selecting distilbert-base-uncased-finetuned-sst-2-english owing to its better accuracy results on
the training stage.

3.3. Data preprocessing

In relation with data preprocessing, the texts were translated into English using the Python li-
brary Googletrans [16], and tokenized using the distilbert-base-uncased-finetuned-sst-2-english
tokenizer provided by Hugging Face. Moreover, all URL links and mentions were removed.

3.4. Experiments

With the EXIST 2022 training data, we performed different experiments using the Pareto
Principle or 80/20 rule (80% of the data for training and 20% for validation). Specifically, we used
DistilBERT [21] with default parameters fine-tuned on different set of corpus: i) EXIST 2022, ii)
EXIST 2022 and AMI 2018, iii) EXIST 2022 and Spanish MisoCorpus-2020, iv) EXIST 2022 and
ISEP Sexist, and v) a combination of all the corpus (EXIST 2022, AMI 2018, Spanish MisoCorpus-
2020, and ISEP Sexist). It should be noted that at no point did we perform hyperparameter
fitting of the Transformer model.

Table 3 shows the results obtained in all the experiments, always using distilbert-base-uncased-
finetuned-sst-2-english for pretraining. The best accuracy result was obtained by the EXIST
2022 and Spanish Misocorpus-2020 combination (0.7968), followed by the combination of all
datasets (0.7917). We focused on accuracy, as it was the measure selected by the organizers
to rank the systems for Task 1. In all cases, accuracy and F1 results from Table 3 refer to the
training phase.



Table 3
Training results

Datasets Accuracy F1

EXIST 2022 (1) 0.7616 0.7615

(1) + AMI 2018 (2) 0.7606 0.7605

(1) + Spanish MisoCorpus-2020 (3) 0.7968 0.7967

(1) + ISEP Sexist (4) 0.7753 0.7749

(1) + (2) + (3) + (4) (5) 0.7917 0.7915

Table 4
Approach tested in each run

Run Approach

Run 1 DistilBERT fine-tuned with EXIST 2022 (1)

Run 2 DistilBERT fine-tuned with EXIST 2022 + Spanish MisoCorpus-2020 (3)

Run 3 DistilBERT fine-tuned with EXIST 2022 + AMI 2018 + Spanish
MisoCorpus-2020 ISEP Sexist (5)

4. Results and discussion

This section presents the results obtained in the test phase of Task 1: Sexism identification. In
total, 45 systems were evaluated. The organizers selected accuracy for ranking the systems and
each participating team could submit 3 runs. We selected our 3 runs based on the experiments
carried out on the training phase. Table 4 shows the approach tested in each of the runs.

The performance of our 3 approaches by language (EN, ES and ALL) together with the results
of the baseline system (TF-IDF+SVM) provided by the organisers are reported in Table 5. The
best result, for each language and overall, has been obtained with the system trained on the
corpus of the task itself (Run 1). In all cases, the baseline has been exceeded with similar values,
improving by about 6% on F1.

In no case has a fine tuning of hyperparameters been performed, as we wanted to test the
performance of including different datasets and even the use of datasets from other languages
with the incorporation of automatic translation. For a more in-depth analysis we would need
the test set with the gold labels, which at the time of writing this paper is not available.

If we compare the results of our system with the rest of the participants and the baseline, we
can see that the difference between the best result and ours, in all cases, does not reach one
tenth, being above the average of the systems presented. Table 6 shows the values obtained by
our best system, for each language and in general, as well as the best result, the baseline and
the average of all the systems presented.



Table 5
Results in the test data

Lang Method Accuracy Precision Recall F1 Ranking

All Baseline 0,6928 0,6919 0,685 0,6859 x
All 1 0,7316 0,7353 0,7362 0,7315 32
All 2 0,7278 0,7277 0,7295 0,7272 33
All 3 0,7202 0,7181 0,7187 0,7184 35

En Baseline 0,7167 0,7092 0,7053 0,7068 x
En 1 0,7529 0,7570 0,7632 0,7520 32
En 2 0,7529 0,7548 0,7613 0,7517 33
En 3 0,7529 0,7476 0,7520 0,7489 34

Es Baseline 0,6692 0,6747 0,6673 0,6649 x
Es 1 0,7105 0,7126 0,7113 0,7103 33
Es 2 0,7030 0,7029 0,7028 0,7029 34
Es 3 0,6880 0,6880 0,6875 0,6875 38

Table 6
Comparison of results

Lang Method Accuracy Precision Recall F1

All baseline 0,6928 0,6919 0,6850 0,6859
All best result 0,7996 0,7982 0,7975 0,7978
All our run 0,7316 0,7353 0,7362 0,7315
All average 0,7247 0,7266 0,7264 0,7229

En baseline 0,7167 0,7092 0,7053 0,7068
En best result 0,8422 0,8388 0,8365 0,8376
En our run 0,7529 0,7570 0,7632 0,7520
En average 0,7708 0,7694 0,7716 0,7665

Es baseline 0,6692 0,6747 0,6673 0,6649
Es best result 0,7801 0,7808 0,7805 0,7801
Es our run 0,7105 0,7126 0,7113 0,7103
Es average 0,7338 0,7370 0,7344 0,7330

5. Conclusions and future work

In this paper we have presented the participation of the SINAI team in Task 1: Sexism iden-
tification of the EXIST@IberLEF 2022 shared task. The aim of our experiments was to test
how Transformer models behaves incorporating different related datasets in the training stage.
The main conclusion is that using the task dataset itself for training gives better results than
incorporating other related datasets.

In the future, we plan to continue testing external resources to improve the training phase of
the system by analyzing the contribution of each dataset, using different machine translation
systems, and testing transfer learning systems as well as general topic datasets.
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