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Abstract
In the last few years, many approaches have been proposed for the semantic annotation of Web tables according to the
concepts of a domain ontology and for the semantic description of the relationships existing among the identified concepts.
However, these approaches are probabilistic and they are not always able to identify the correct semantic annotation because
of the heterogeneity of the table contents, the eventual presence of mistakes, and the lack of standardization. The user
intervention is thus required for checking the proposed annotations, correcting mistakes, and eventually providing new ones.
In this paper, we propose different easy-to-use graphical facilities for supporting the user in this activity when dealing with
web tables presenting a complex structure and syntactic and semantic mistakes. Different semantic annotation techniques
can be integrated into the web application that produces results according to the data structures that are discussed in the
paper. A usability analysis was conducted to assess the quality of the provided graphical tools.
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1. Introduction
Web tables [1] are essential sources of information that
can be exploited for conducting different kinds of analy-
sis and predictions. However, they are designed for being
interpreted by humans, are heterogeneous, and do not
follow any standard format or notation. Some tables,
usually denoted 1 Dimensional tables [2], are organized
as relational tables where column values are homoge-
neous, while others are highly heterogeneous presenting
columns with different types of information at different
granularity levels. Moreover, errors can occur in their
content which makes harder the characterization of their
content and introduces inconsistencies. Extracting the
semantics from these tables and making them machine-
understandable knowledge is an interesting research field
referred to as table understanding [2] that encompasses
the identification and segmentation of the table from
the source document, the discrimination of its cells’ role
(either the header or content cells), the structural organi-
zation of the header cells, and their interpretation.

For what concerns the semantic interpretation of the ta-
ble content, many approaches take into account a knowl-
edge graph (𝐾𝐺) and the corresponding conceptual
model (usually expressed in terms of a domain ontology
𝑂) and face the problems of: 𝑖) column type identification
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(CTI), i.e. the identification of the type of each column
in terms of concepts in 𝑂 or simple types; and, 𝑖𝑖) re-
lation discovery (RD), i.e. the identification of relations
in 𝑂 that bind the concepts/columns occurring in the
table. For the first problem, many methods have been
proposed for annotating the table columns with simple
types (e.g. [3, 4, 5, 6, 7, 8]) or classes and properties of an
ontology (e.g. [9, 10, 11, 12, 13]). We also proposed an
approach [14] based on the use of decision trees for the
identification of column types of tables extracted from
spreadsheets that might present erroneous values. For
relation discovery, the identification of the direct relation
between entities is the main focus (e.g. [15, 16, 17]). Only
recently, the possibility of identifying relations passing
through other entities has been considered [18, 19, 20, 21]
(e.g. two actors can be related by means of the film in
which they have played). In these approaches, a graph,
reporting all possible plausible relations involving the
concepts identified in the table, is generated. Then, the
edges of the graph are weighted (either by considering
the specificity of the relations in the ontology and/or con-
sidering the relation frequencies in 𝐾𝐺) and a tree with
minimal weight is extracted that better represents the
relations among the table columns. Recent approaches
for link prediction [22, 23], which exploit the embedding
of the 𝐾𝐺 in a vector space, can be applied to web tables.

Even if the approaches proposed for facing these two
problems are promising, the proposed annotations can
contain errors and user intervention is required for their
checking, for correcting mistakes, and in case, for provid-
ing new annotations. In this paper, different graphical
facilities are proposed that can be exploited for the visual
representation of the results of the prediction tasks and
for supporting the user in easily checking and modifying
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the predicted annotations. For what concerns CTI, the
proposed interfaces allow showing errors occurring in
columns (i.e. values that do not adhere to the column
type), identifying more than one annotation for the same
column, annotating the string components with different
ontology properties. For what concerns RD, we consider
the possibility of identifying a semantic description (in
the same spirit of [18, 19, 20, 21]) and propose graphical
tools for completing the semantic description and chang-
ing concepts and properties automatically determined. A
usability test has been conducted on the proposed visual
interfaces with good appreciation from our volunteers.

By means of the data structures that our interfaces
rely on, our web application can integrate different CTI
and RD approaches. In the examples presented in the
paper we refer to the CTI approach developed in [14]
and the RD approach developed in [21]. However, other
approaches can be easily integrated.

In the remainder, Section 2 introduces the data struc-
tures for tables, types, ontology, and semantic description
that are exploited from our interfaces. Section 3 shows
the interfaces developed in the context of CTI. Section 4
shows the interfaces developed for the result of RD and
for their modification. Section 5 shows the usability test
and the obtained results. Finally, concluding remarks are
reported in Section 6.

2. Preliminaries
A web table 𝑇 is a triple ⟨𝐶𝑜𝑙,𝑅𝑜𝑤𝑠,𝐴𝑛𝑛⟩,
where 𝐶𝑜𝑙 denotes the list of column names
[𝑐𝑜𝑙1,. . . ,𝑐𝑜𝑙𝑗 , . . . , 𝑐𝑜𝑙𝑚] (when available, other-
wise the symbol ? is used to denote its absence),
and 𝑅𝑜𝑤𝑠 = {𝑟𝑜𝑤1, . . . , 𝑟𝑜𝑤𝑛} is the set of table
rows (each row 𝑟𝑜𝑤𝑖, 1 ≤ 𝑖 ≤ 𝑛, is a list of values
𝑟𝑜𝑤𝑖 = [𝑣𝑎𝑙𝑖,1, . . . , 𝑣𝑎𝑙𝑖,𝑗 , . . . , 𝑣𝑎𝑙𝑖,𝑚], one value for
each column identified in the column schema). 𝐴𝑛𝑛 is
a partial function that represents the type/annotation
associated with each value and column name of 𝑇 . The
type annotation can be: a basic/domain-specific type, a
mixed/union type, or the property 𝑝 of a concept 𝐶 of
an Ontology 𝑂 (denoted ⟨𝐶, 𝑝⟩). Basic types include
integer, Boolean, decimal, date, whereas domain-
specific types can be, for example, Social Security
Number (SSN), VAT, currency, email, province,
zip code. Mixed types are record-types associated with a
set of patterns for extracting the record components from
strings, and union types for representing the occurrence
of different types of values in a column. A domain Ontol-
ogy 𝑂 contains a set of concepts 𝒞 = {𝐶1, . . . , 𝐶𝑛} and
relationships ℛ = {(𝐶1, 𝑟, 𝐶2)|𝐶1, 𝐶2 ∈ 𝒞, 𝑟 ∈ 𝑅},
where 𝑅 is the set of relation names. Concepts can
be organized in an inheritance hierarchy: 𝐶1 ⊑ 𝐶2

denotes that 𝐶1 is sub concept of 𝐶2. Each concept

can have associated basic properties taken from a set
𝒫 = {(𝑝1, 𝐷1), . . . , (𝑝𝑚.𝐷𝑚)}, where 𝐷𝑖 is the basic
type of the values of property name 𝑝𝑖; the properties of
a concept 𝐶 include those specifically defined for 𝐶 and
those inherited from ancestors of 𝐶 .

A semantic description for a table 𝑇 is a graph 𝑆𝐷
representing the mapping between the columns of 𝑇
and the "meta-instances" of the concepts in 𝑂. We talk
about meta-instances instead of concepts of 𝑂 because
𝑆𝐷 can contain different instances of the same con-
cept, and we need to discriminate them. Formally, a
semantic description for a table 𝑇 = ⟨𝐶𝑜𝑙,𝑅𝑜𝑤𝑠,𝐴𝑛𝑛⟩
is a graph 𝑆𝐷 = (𝑈𝐶𝑠, 𝑈𝑇 , 𝐸𝑅, 𝐸𝑇 ), where: 𝑈𝐶𝑠 is
a set of nodes representing meta-instances of the con-
cepts in 𝒞; 𝑢𝑗

𝐶 ∈ 𝑈𝐶𝑠 denotes a vertex corresponding
to the 𝑗𝑡ℎ occurrence of the concept 𝐶; 𝑈𝑇 is a set of
nodes corresponding to the columns in 𝑇 (|𝑈𝑇 | ≤ |𝐶𝑜𝑙|);
𝐸𝑅⊆𝑈𝐶𝑠×𝑅×𝑈𝐶𝑠 represents the relationships among
concepts in 𝑈𝐶𝑠; 𝐸𝑇 ⊆𝑈𝐶𝑠×𝑃 ×𝑈𝑇 denotes the prop-
erties associated with the columns of 𝑇 .

3. Web Table Visualization with
Column Type Annotation

Once one of the CTI approaches is applied, a table
𝑇 = ⟨𝐶𝑜𝑙,𝑅𝑜𝑤𝑠,𝐴𝑛𝑛⟩ is generated and annotated
with a set of types and possibly with pairs ⟨𝐶, 𝑝⟩ of the
Ontology 𝑂. In some cases, table columns that uniquely
identify an instance of the concept (e.g. SSN of a person)
can be discriminated from those that are simple character-
istics of the identified concept (e.g. gender of a person).
More than a single type can be used for annotating the
values of a single column. Whenever the frequency of
cells of a given type is above a given threshold, the type
is added to the union type identified for the column. Con-
versely, if the frequency is below the threshold, the cell
is considered an error. Moreover, CTI approaches can
also extract annotations for sub-components of strings,
thus a record type can be extracted according to a given
pattern (introduced as mixed type in Section 2).

Sometimes CTI approaches are not able to identify the
pair ⟨𝐶, 𝑝⟩ for all the table columns. Columns that did
not receive the annotation are named unmatched and
need to be properly handled by our graphical interfaces.

In this section, the interfaces for showing 𝑇 with the
type annotations and for updating them are introduced.

3.1. Main interface
Figure 1 shows the main interface we have developed
for showing a table 𝑇 representing information about
invoices for the payment of taxes. The invoice can be
related to a person or a company (with the relations
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Figure 1: Extracted table with associated type annotations

Figure 2: Error panel in the Web application

holder and owner). For each holder or owner, the associ-
ated address can be the residential address (in the case
of people or the headquarter in the case of a company).
The invoice contains taxes that the associated person or
company should pay along with the penalty. Each cell
and column is associated with the predicted type annota-
tion. The first line reports the column schema and it is
followed by a drop-down menu containing the inferred
type annotations for each column. If more than one an-
notation is reported in a single column, this means that
each annotation is a member of a union type, which is
represented using different background colors for distin-
guishing their instances, such as in the second column
of the table in Figure 1 where the occurrences of SSN
and VAT are distinguished using two different shades of
green. Similarly, the presence of mixed types is repre-
sented using different text colors for each component of
the pattern. If a column presents a single annotation, the
background remains white, if a value is missing, the cell
background color is yellow. The usage of different colors
can help the users in the process of checking the type
predictions and the empty values (in some cases a value
should be provided) and performing error corrections. A
cell is considered an error when its type annotation is
not compliant with the ones identified for the column; in
this case, the cell background color and the column type
background are marked in red. Facilities are provided for
showing only rows presenting values in a column of a
given type (for easily checking and correctly them).

When the number of rows contained in a document is

high, it can be difficult to detect all the red cells; for this
reason, we provide an error panel, on the right part of the
screen, that summarizes the issues that need to be solved.
An example of the panel is shown in Figure 2. When the
user clicks the check button on one of the tabs in the
panel, only the rows presenting the error are shown in
the main interface. Once the errors are corrected, the
corresponding panel tab is removed.

3.2. Modification of type annotations
Since the CTI approach can produce false positives or neg-
atives (e.g. a ZIP code that has been labeled as Integer),
specific GUIs have been developed for supporting the
user in modifying the predicted annotations and easily
applying the modification to the entire column or sub-
set of cells. In the modification process, the user should
be supported in the specification of pairs ⟨𝐶, 𝑝⟩ instead
of basic or domain-specific types that can be obtained
through the CTI approach. Indeed, users can easily iden-
tify the domain concept to be associated with the column
and thus improve the semantic description of the column.
The user is also supported in the modification of the value
of a cell when it contains errors. Consider for example
the red cell in the date of birth column in Figure 1.
It contains a value not compliant with the column type
since the separators of the date are missing. In this case,
the user can fix the mistake by directly editing the cell.

For performing bulk modifications on the values, a spe-
cific interface has been developed. For each column, the
interface groups the occurrences of the identical string
of the column, followed by the number of occurrences.
Similar strings are clustered together relying on the edit
distance and then reported together in the interface. In
this way, it is easier to visually detect the errors and
correct them with the aim of obtaining a homogeneous
representation of the same kind of information. The user
can edit the single value, and the proposed modification
is applied to all the occurrences (note that when correc-
tions lead to a value already present in the column, the
two rows are collapsed).
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Figure 3: Data types editing

The interface in Figure 3 was developed for easily
changing the type of an entire column or a subset of
its values when column annotations are not correctly
identified. The interface can be activated on a single cell,
which becomes the current target of the modification, or
on the entire column. Through this interface: 𝑖) the in-
ferred data type can be modified into a new type, or into a
⟨𝐶, 𝑝⟩ pair of the domain ontology; 𝑖𝑖) a mixed type can
be created or modified. The interface is organized into 5
areas. In (1) the hierarchy of concepts available in 𝑂 is
reported along with basic types (collected under the but-
ton General). The user can select one of the available
concepts, and the corresponding properties are reported
in (2) (when the General button is pressed, the basic
types are reported). In (3), when the interface is activated
on a target cell, a single type is reported (the value type),
otherwise, the components of the union types specified
for the column are reported. In this way, the type can be
changed for each component of the union type. In (4) it
is reported the target value or the column name and is
highlighted with the current type for the column. The
user can remove the current labeling (by clicking on the
x button on the top left corner of the string) and apply a
new ⟨𝐶, 𝑝⟩ pair. In (5) values of the same type present
in the column are reported and the user can select those
to which the type modification should be applied (all is
the default behaviour). The user can also decide to select
the “text” checkbox reported in (6) to unify undesired
union types (e.g. decimal and integer) and to treat the
whole column as an instance of a single type. Then, the
user can select the new type to be assigned to all values.

Example 1. Two errors occur in the ZIP code col-
umn in Figure 1. Through the interface in Figure 3,
the user highlights Type_2 and substitutes the errors
with Address.ZIP. Moreover, Type_1 can be modified
in Address.ZIP leading to a single column type. □

The possibility of modifying types according to the
concepts contained in the domain ontology can also in-
troduce some issues that need to be properly managed.

Example 2. Consider the column Name/Company
in Figure 1 that the CTI approach has typed
union(mixed_1, text, company), where the struc-
ture associated with mixed_1 is rec(name, surname).
The value Danielle Gray Greeen is of type text and
can be changed with the mixed type mixed_2 whose
structure is rec(Person.name, Person.surname). So, a
more complex type than the one expected is generated. □

To face this issue, a re-writing system based on
rules [24] has been developed for the simplification
of the type expression after the modifications applied
by the user. The re-writing rules express correspon-
dence between simple types and ⟨𝐶, 𝑝⟩ pairs of the
domain ontology occurring in the same table column.
Once the re-writing rules are applied, the union-type
components presenting the same structures are com-
pacted. The union type is finally transformed into a
simple type when a single component is identified. In
the previous example, the application of the re-writing
system leads to the type union(mixed_1, company),
where the record type associated with mixed_1 is
rec(Person.name, Person.surname).
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Figure 4: Pattern definition for column Address

3.3. Identification of a mixed type
Even if different approaches for the extraction of concepts
from texts have been proposed [25], the identification of
sub-components of a mixed type is quite hard to be han-
dled automatically, especially when errors and variability
in the pattern occur. Our interfaces support the user in
the specification and modification of mixed types.

Example 3. Consider the column address in Figure 1
and suppose the ML algorithm was able to identify the type
mixed_1 for some of its values. The others are marked
of type text and we can see that they follow two specific
patterns. These patterns can be manually detected on a
single instance and applied to all the others. □

The interface for the identification of mixed types is
similar to the one presented in Figure 3 but it works on
specific cell values that are reported in (4). Once the user
has selected the property of a concept (in this case the
municipality of an Address), he/she can highlight the
part of the string of such a type. This behaviour applied
to all the components will lead to the situation reported
in the top part of Figure 4. In this way, we identify the
terminal and non-terminal symbols that form our pattern.
The non-labeled items are considered terminal symbols,
while the labeled items are exploited for the generation of
the pattern. Note that the void symbol can be applied for
skipping variable parts of the string. Once the labeling is
complete, the user can check if the generated pattern can
be applied to other strings occurring in the same column
that adhere to the same pattern (the instances in (5) that
follow the pattern are highlighted). When the user tries to
apply the labeling to other strings, the interface in Figure
5 is shown. The top part of the figure reports the labeled
string, whereas the left panel reports strings that do not
present the same pattern and the right panel contains
the strings that have been re-written according to the
identified pattern. The user can check the correctness of
the applied pattern in the right panel and move to the
left one those erroneously annotated. Moreover, he/she
can take note of the strings in the left panel because
they require the specification of different patterns or the
identification of different types.

Figure 5: Application of a pattern to cells of the same column

In our example, the pattern can be applied only to two
strings. For the remaining two strings of type text, the
pattern in the bottom part of Figure 4 should be specified
on one of them and applied to the other.

4. Relation discovery
As a result of the RD task, a graph 𝑆𝐷 can be generated.
Its vertices correspond to the concepts that occur in the
table or concepts induced by the presence of relation-
ships with the table concepts. Moreover, graph edges
are predicted by the adopted ML algorithm. Besides that,
nodes representing the table columns are also included in
the graph and are associated with the concepts by means
of the corresponding properties.

Starting from 𝑆𝐷, a graphical representation can be
devised and reported in the main canvas of Figure 6 for
being checked and approved by the user. The green nodes
(representing meta-instances) are laid out in the top part
of the canvas, whereas, light blue nodes (representing
the table columns) are in the lower part of the canvas.
Edges between instance nodes (i.e. 𝐸𝑅) and edges be-
tween instance nodes and terminal nodes (i.e. 𝐸𝑇 ) are
represented in the same way (labeled arrows) because
their meaning is easily understandable from the context.
The label on the edges is the relation/property name. For
each light blue node in the graph, a single incoming edge
is present if the column has a single basic type (e.g. the
zip column). Multiple incoming edges can be present
when the light blue node represents a mixed or union-
type column. For example, the Address column is of
type mixed and three incoming edges are present (for rep-
resenting the properties streetName, streetNumber,
and municipality). Moreover, the SSN/VAT column is
an example of column of type union and two incoming
edges are present (one representing the SSN property
of the instance-node 𝑢1

Person and the other representing
the VAT identifier of the instance-node 𝑢1

Company. We have
decided to maintain this simplified representation for
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Figure 6: Interface for working with the graphical representation of the semantic description

keeping simple the illustration. Isolated nodes (i.e. termi-
nal nodes without incoming edges) are not included in
our graph representation.

The left panel (1) contains buttons corresponding to
the table column. We exploit a double representation
of the table columns (buttons in the left panel and light
blue nodes in the central panel) because they are used
for checking the correctness of the semantic values as-
sociated with each column and for adding missing anno-
tations to the unmatched columns. Moreover, graphical
edges are used for verifying the connections among the
components and modifying/adding new ones.

The buttons in the left panel can be colored in two
ways: green, i.e. the associated column has been already
included in 𝑆𝐷; pink, i.e. the associated column is not
yet included in 𝑆𝐷. By clicking on the arrow positioned
on the left side of the button, it is possible to show the
data type associated with that column (single type or
union of types). By right-clicking on the button itself
it is possible to specify a new pair ⟨𝐶, 𝑝⟩ of the domain
ontology for each data type of the column.

In the remainder, we discuss the operations that can
be invoked on the two parts of the interface.

4.1. Visual operations on table columns
The following operations can be invoked on the table
columns reported in the left panel for the correction of
errors or in the definition of new nodes:

1. Association of properties. It allows the specifica-
tion of properties to unmatched columns.

2. Modification of properties. It allows changing the
current association of properties for a column.

3. Removal of properties. It removes the semantic
concept associated with the column.

Operation 1 can be invoked on unmatched columns
(i.e. pink buttons) and used for including them in 𝑆𝐷 in
two steps. First, the identification of the properties that
represent the column content in the ontology concepts is
specified. Then, the instance nodes in 𝑆𝐷 (or new nodes
that need to be added in 𝑆𝐷), to which the properties
can be associated, must be defined.

Example 4. Consider the unmatched tax column in Fig-
ure 6. When Operation 1 is invoked on it, an interface
similar to the one in Figure 3 is shown. In this case, the
property taxes associated with the concept Invoice on
the left bar is used for annotating the entire column. At
the end of the operation, since no node in 𝑆𝐷 represents
an instance of Invoice, the node 𝑢1

Invoice is introduced
in 𝑆𝐷 with the node 𝑢𝑇 for representing the table column
tax. The edge (𝑢1

Invoice, taxes, 𝑢𝑇 ) is included in 𝐸𝑇 . □

Whenever the chosen concept is already present in
𝑆𝐷, an interface is shown to the user for deciding if
the identified property should be associated with one of
the meta-nodes in 𝑆𝐷 or a new one should be included.
In this way, it is possible to distinguish the presence of
different instances of the same concept.

Example 5. Consider the situation of the previous exam-
ple, and suppose that the table column penalty is now
semantically annotated with Invoice.penalty. Since
node 𝑢1

Invoice is already included in 𝑆𝐷, a panel is shown
to the user for deciding if the property should be associated
with 𝑢1

Invoice or a new meta-instance should be created. □

Regardless of the number of instances, after the in-
troduction of a new concept, the system identifies the
relations existing between the newly inserted element
and the other concepts in the ontology. If a single relation
is present, it is automatically added to 𝑆𝐷.
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Figure 7: Link definition among meta-instances

Table 1
Operations on the graphical representation of 𝑆𝐷

# Operation On Description

1 edit property node the properties of a blue
node is modified

2 delete node a node is removed
3 insert relation node a new relation between

nodes is inserted
4 update edge source or destination of a

node is modified
5 delete edge an edge is removed

Operation 2 is used for changing the already associ-
ated semantic annotation to a column (i.e. it is invoked
on a green button). Besides changing the semantic anno-
tation, this operation also allows changing the instance
node to which the properties are associated (if needed).
By invoking Operation 3 on a green button, the existing
semantic annotation is removed along with the corre-
sponding nodes in the graphical representation.

4.2. Visual Operations on SD
Table 1 shows the operations that can be executed on
the graphical representation of 𝑆𝐷. Some of them (1
and 2) can be invoked on light blue nodes and produce
the same effect as the corresponding operations that can
be applied to the buttons on the left sidebar. Operation
3 can be invoked on an instance node and allows the
introduction of a new link with another instance node.
The inserted links must be coherent with the domain
ontology so that, for each pair of nodes, only existing
relations in the correct direction can be added.

Figure 8: Final SD

Example 6. Consider the unmatched columns tax and
penalty that have been associated with the instance node
𝑢1
Invoice. This instance node should be linked with its holder

or its owner (that can be a person or a company). These
bindings are realized by means of the interface in Figure 7.
The interface shows the lists of relation names (ingoing and
outgoing) that can be exploited for the nodes of this concept
by taking into account the instance nodes in the current
𝑆𝐷 and the constraints of the domain ontology. The user
can select the correct relation and insert it in the graphical
representation of 𝑆𝐷 that is updated accordingly. In this
case, the interface is used two times for including two links
(relation holder and owner) for representing the relation
with the person and the company. □

Operation 4 of Table 1 can be invoked on a node of the
graphical representation of 𝑆𝐷 with the aim of modify-
ing the name of the relation between two nodes or one
of the nodes connected by the link. Finally, Operation 5
allows the deletion of an edge occurring in 𝑆𝐷.
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Table 2
Tasks identified for the usability test

# goal time success failure

1 mixed type 7 min Definition of a mixed type and application
of the labeling to other strings through the
“apply” function

Lack of the pattern definition or applica-
tion of the new procedure every time

2 errors 5 min Detection and correction of the errors on
values/types through the error panel

The errors are not corrected and the error
panel is not exploited

3 bulk editing 3 min Rows are updated in a single operation Rows are updated one at a time
4 management of un-

matched columns
7 min The user specifies a concept and a prop-

erty for each unmatched column.
One or more columns have not been asso-
ciated with a concept and property of the
domain ontology

5 connections
among concepts

5 min The user identifies the correctness of the
existing links, adds the missing ones and
modifies the wrong ones

The final 𝑆𝐷 is not complete or the links
are wrong

6 new instance 4 min the user is able to define a new instance
for a concept

the user uses the same instance for multi-
ple occurrences

Figure 8 shows the final 𝑆𝐷 that can be realized by
means of our tool that describes the different kinds of data
that can be extracted from our running example. This
semantic description can then be used for translating the
table content as RDF triples.

5. Experimental results
We organized a usability test of the Web application. The
aim of this test is to evaluate if the users can smoothly
interact with the application and use the provided tools,
what level of knowledge in computer science is needed,
and check the existence of critical aspects that should be
fixed or improvements to be applied. This test is com-
posed of three parts: first, the user watches a video that
introduces him/her to the problem and shows the system
usage. Then, some tasks are assigned to be carried out
on specific files. Finally, the user fills out a questionnaire
about his experience with the system, containing: 𝑖) per-
sonal information (age, gender, level of instruction) and
technical abilities (computer skills in general, knowledge
of operating systems, skills in the use of spreadsheets, ...);
and, 𝑖𝑖) users’ opinions about the assigned tasks and their
complexity 𝑖𝑖𝑖) users’ opinions about the functionalities
of the proposed tool. The questions are rated using a Lik-
ert scale (from “strongly disagree” to “strongly agree”).

We selected 20 participants, 12 males and 8 females,
60% of them were between 21 and 23 years old, 20% be-
tween 24 and 26 years old and the remaining ones were
more than 26. Most of the users were recruited among
personnel and students of the department of computer
science of the University of Milan and therefore they have
good technical skills. However, they are not involved in
this project and they have little knowledge of the domain.
Only a small part of the participants (50%) feels confident

with Excel. Most of the students are currently attending
their bachelor’s degree, therefore they have only a high
school diploma. Users have an average knowledge of dif-
ferent operative systems and use a computer or a laptop
mostly for working or studying.

Table 2 reports the tasks that we have identified for
checking the main functionalities of our system. Each
task requires the processing of a spreadsheet that is specif-
ically created for the purpose of the task and whose con-
tent can be easily understood also by non-expert of the
domain. Specifically, two spreadsheets have been de-
signed for pointing out the issues that each task was
intended to address. Even if these spreadsheets corre-
spond to real documents of our domain, their content has
been anonymized for preserving user privacy. For each
task, Table 2 reports the main goal, the time required for
completing the task and when the task can be considered
successfully completed or completely a failure. Tasks 1,
2, and 3 are used for evaluating the usability of interfaces
developed for CTI, while the remaining tasks are used
for evaluating the interfaces in handling the result of RD.

Almost all the volunteers (70%) were able to complete
the assigned tasks within the specified time limits. The
others would have been able to complete the task with ad-
ditional time. A good fraction (70% of the users) thought
that the assigned tasks were easy and enough intuitive.

For task 1, most of the individuals (85%) were able to
specify a mixed type through the interface. All of them
used the “apply” button to label all the mixed types in
a single column. The main reason for the failure of this
task was the choice of the wrong interface (they selected
the interface for the modification of column type instead
of the one for modifying the cell type).

For task 2, 75% of the individuals used the error panel
and the general impression about its usefulness is very
positive (from partially to strongly agree). The users that
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did not exploit the error panel, tried to increase the size of
table pagination to identify the errors. In these cases, the
identification and correction of the errors required more
time. Concerning this task, only 28% of users had trouble
in distinguishing errors occurring on the data type (i.e.
the component of a union type was not identified by the
used CTI approach) from errors occurring on the data
(i.e. a date is written without separators).

For task 3, most of the individuals (86%) were able to
use the bulk editing functionality and all of them thought
it speeds up the editing process. The remaining part did
not notice the error occurring within the data (usually an
additional letter in the name of a city) and they corrected
it by editing the data type.

For task 4 and task 5, 90% of the individuals completed
the job in just 10 minutes. Only 10% of them had some
trouble remembering the procedures to complete task 5.

For task 6, 20% of the users needed to watch again the
training videos to complete the assignment correctly. The
additional time required for watching videos were not
counted in the total time of the task completion. The fact
that all users, possibly after watching again the training
video, have completed the tasks correctly highlights a
possible difficulty for a novice user to learn the various
procedures rather than apply them.

We tested user satisfaction in using the developed in-
terfaces to support users in solving both CTI and RD
issues. For the interfaces developed for CTI, 95% of the
users agreed that the application is easy-to-use and in-
tuitive and 85% of them declared that they did not have
problems during the error correction process. The greater
difficulties were related to the understanding of the spe-
cific domain; most of the users did not know the meaning
of the concepts of the domain ontology and tried to iden-
tify the most suitable one. Moreover, the application
provides a lot of functionalities and the user needs time
to gain confidence in the system.

For the interfaces developed for RD, 85% of the users
agreed that the interfaces are easy-to-use and intuitive
whereas the remaining ones expressed a neutral position.
The greatest uncertainties concerned the application of
the operations on the graphical representation of 𝑆𝐷. In
particular, a few users had difficulty in recognizing or
applying operations such as the insertion of new concepts
or the insertion or removal of links between concepts.
Half of the users declared that they had to remove an
edge because it was not correct. Only 16% of the users
could not connect all the graph nodes because they did
not have enough knowledge about the domain (e.g. they
did not know that a company can be the invoice holder).

In conclusion, the usability test suggests that although
some aspects of the application could be improved, for
example by adding contextual help possibly supported
by short videos, the overall opinion is that the system is
intuitive and easy to use.

6. Concluding remarks
In this paper we have discussed different user interfaces
that can be exploited after the application of CTI and
RD approaches for correcting the automatic predicted
annotations and thus improving the semantic descrip-
tion of web tables. The developed interfaces allow, in
many cases, the specification of a single modification
and its propagation to other values in the same column
that follows the same type or the same pattern. Once the
semantic description has been generated and validated,
it can be exploited for the translation of the table con-
tent in a KG representation, thus obtaining a meaningful
representation of the table content.

The problem of supporting the user in the interpreta-
tion of table content was initially faced in Karma [18].
Our approach deeply extends this work by considering
a more sophisticated data model both for the CTI and
RD interfaces. Our semantic description allows the man-
agement of tuples of different types that need a different
knowledge representation. Moreover, interfaces for the
semantic labeling of columns and for extracting patterns
for strings are new contributions of this paper.

A usability test has been run on the graphical inter-
faces for assessing their facility of use. Our results show
that almost all users believe the application is easy-to-use
and intuitive. Some more efforts should be devoted to
improving the interfaces for handling the semantic de-
scription and for showing the results of the modifications
on the table data. We are currently working on providing
further facilities for supporting the user in this activity.

The work discussed in this paper can be extended in
several directions. Even if we have focused on developing
graphical interfaces for supporting the CTI and RD tasks,
also entity linking approaches [26] can be used for table
understanding and specific interfaces can be included
in our system for their management. Moreover, once
the semantic description is obtained, it can be exploited
for the creation of KGs reporting the table content [21].
Specific interfaces can be also developed for supporting
the user in obtaining this result and for the management
of duplication and for fusing together alternative rep-
resentations of the same entity. We would like also to
collect the user modifications on the automatically gen-
erated annotations provided by CTI and RD approaches
and use them for tuning the underline approaches. Fi-
nally, we would like to use the proposed interfaces for
the construction of biological knowledge graphs [27].
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