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Abstract
This paper presents the DeepR3 project, a coordinated project composed of three local projects at the Hitz Centre (University
of the Basque Country), CiTIUS (University of Santiago de Compostela) and Barcelona Supercomputing Center, respectively.
The main objective of DeepR3 is to research on parameter efficient ways to extend existing pre-trained language models for
Spanish, Catalan, Basque, Galician plus English, and adapt them to new domains, genres and languages. In this project, we
will apply the newly developed techniques to improve the state of the art on text generation tasks in the mentioned languages,
reusing and recycling pre-trained models for machine translation, developing advanced content-based domain applications in
sectors such as Meteorology, and developing new benchmarks and datasets for evaluating and assessing progress towards
responsible natural language understanding and generation. DeepR3 is funded by MCIN/AEI/10.13039/501100011033 and by
the European Union NextGenerationEU/PRTR.
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1. Introduction
The Natural Language Processing (NLP) community is
currently engaged in a paradigm shift with the produc-
tion and exploitation of large pre-trained transformer-
based language models. Compared to the previous state
of the art, the results are so good that systems are claimed
to obtain human-level performance when evaluated in
difficult language understanding tasks. Some authors call
these models “foundation models” to underscore their
critically central yet incomplete character. This paradigm
shift means that we have only just started to discover
the new possibilities and concerns raised by these large
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pre-trained language models. Despite their impressive ca-
pabilities, these models do come with severe drawbacks
from a research advancement, environmental, and eth-
ical perspective. These models are extremely costly to
train and develop, both financially, due to the cost of
hardware and electricity or cloud computing time, and
environmentally, due to the carbon footprint required to
fuel modern servers with multiple Graphics Processing
Unit (GPU) hardware. This also means that only a lim-
ited number of organisations with abundant resources
in terms of funding, computing capabilities, NLP experts
and data can currently afford to develop and deploy such
models. A growing concern is that due to unequal ac-
cess to computing power, only certain firms and elite
research groups can access modern Artificial Intelligence
(AI) research [1]. We have no clear understanding of how
large language models work, when they fail, or what
emergent properties they may present, as well as novel
ways of exploiting these models efficiently. There are
also worrying shortcomings in the text corpora used to
train these anglo-centric models, ranging from a lack of
representation of less-resource languages such as Cata-
lan, Basque or Galician, to a predominance of harmful
stereotypes, and to the inclusion of personal information.
To tackle these questions, much critical interdisciplinary
collaboration and research are needed.

The DeepR3 project aims to address some of the impor-
tant concerns that large language models raise from a re-
search, innovation, but specifically from an environmen-
tal perspective. Instead of creating very expensive mono-
lingual and multilingual language models from scratch,
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the aim of the project is to investigate parameter effi-
cient methods to reuse and extend existing pre-trained
language models for Spanish, Catalan, Basque, Galician
plus English, and adapt them to new domains, genres
and languages. The adapted models will be applied to
different use cases and tasks such as machine translation,
applications in the biomedical domain and text genera-
tion from meteorological data. The DeepR3 project may
therefore have a direct impact on both the Ecological
Transition by avoiding unnecessary waste of energy and
the Digital Transition by creating better language models
for more languages that can be applied to multiple NLP
tasks.

DeepR3 follows the Findable, Accessible, Interoperable
and Re-usable (FAIR) principles. First, the results will be
used by the project partners which already provide NLP
products and services to third party companies. Second,
all project results are and will be distributed under open
source licenses to many more additional end-users of
these technologies (e.g., academia, industry and public
administrations). In order to maximize impact and en-
sure uptake of the methods developed in DeepR3 by the
scientific community, the advance in the state of the art
is demonstrated by applying a carefully designed eval-
uation methodology, with results (software, data and
extended language models) made publicly available to
ensure reproducibility (by hosting datasets, code and data
in public repositories such as Huggingface). We are cur-
rently involved in the organization of a workshop that is
directly aligned with the topic of green language models,
collocated with the COLING-LREC2024 conference. A
second workshop entitled “Multimodal, interactive and
affective eXxplainable AI (XAI)” has been accepted for
the European Conference on Artificial Intelligence (ECAI)
2024. It will include a special track on “Building, Reusing,
Recycling, and Reducing Resources for Multi-modal XAI”.

2. Related Work
Language models that are pre-trained following a self-
supervision approach are usually very big. For in-
stance, GPT-3 contains 175 billions of parameters and was
trained on 570 gigabytes of text [2], with a cost estimated
at more than four million USD1. There are even bigger
models such as Megatron-530B from NVIDIA, which con-
tains 530 billion trainable parameters which are also the
number of activated model parameters per input token
[3]. All these models are trained using some variation of
the gradient descent method, which requires updating all
the parameters of the model at every training iteration.
As a consequence, building the models requires weeks
and months of processing power. This incurs enormous
costs, both financially, due to the cost of hardware and

1https://lambdalabs.com/blog/demystifying-gpt-3/

electricity, and environmentally, due to the carbon foot-
print required to fuel multiple modern GPU hardware.
Nowadays, model training and development of large lan-
guage models are likely to make up a substantial portion
of the greenhouse gas emissions attributed to the NLP
area. In [4] the authors benchmarked model training
and development costs in financial terms and estimated
carbon dioxide emissions. While the average human is
responsible for an estimated five tons of carbon dioxide
per year2, the authors trained a big neural architecture
and estimated that the training process emitted 284 tons
of carbon dioxide.

There have been several proposals to address these
issues and develop methods that effectively train models
without updating every parameter at every training it-
eration. Many of these techniques have been developed
within the framework of distributed or federated learning,
where individual workers train the models locally and
communicate their changes to a centralized server [5].
In [6] the authors propose a method that chooses a small
subset of the model parameters to update, according to
the relative importance of the parameter in the final out-
put of the model. By training only on a small fraction of
the parameters (as few as 0.5%), they attain similar per-
formance to training all parameters. Certain models can
have individual submodels added, removed, or updated
while the remainder of the parameters remain fixed. For
instance, in [7] authors proposes the mixture-of-experts
(MoE) layer, which consists of small feed sub-networks
and a trainable gating system that learns how to combine
the outputs of the networks for each particular example.
At modest training budgets, MoEs can match the perfor-
mance of dense models using four times less computing
effort [8].

In the transfer learning stage, standard fine-tuning up-
dates the whole parameter set of the model, and therefore
a language model fine-tuned for a specific task needs to
change and store all the parameters of the original model.
While not as expensive as the pre-training stage, this pa-
rameter inefficiency still incurs high computational and
environmental costs, especially in the presence of many
downstream tasks. Recently, there has been a growing in-
terest in developing more parameter-efficient fine-tuning.
Adapter modules are a light-weight alternative to full
model fine-tuning, consisting of only a tiny set of newly
introduced parameters at every transformer layer [9]. In
[10], the authors propose a new transfer learning method
based on merging multiple models into one. For this, they
develop a merging method that takes into account the im-
portance of each parameter when computing the average
of different models, and find that this form of merging can
efficiently transfer knowledge across models fine-tuned
from the same pre-trained checkpoint. In [11] authors

2https://ourworldindata.org/co2-emissions
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also show that it is possible to reach similar performances
on many downstream-tasks using much smaller language
models pre-trained with knowledge distillation, resulting
in models that are lighter and faster at inference time,
while also requiring a smaller computational training
budget [12, 13].

3. Objectives
The main goal of DeepR3 is to obtain substantial scientific
and technical contributions in many NLP tasks. In order
to achieve this goal, the project proposes:

• Developing efficient methods for extending to
new domains, genres and languages, existing lan-
guage models for the official languages of Spain
(Spanish, Catalan, Basque and Galician) plus En-
glish.

• Exploring novel ways to pre-train and finetune
language models in a parameter-efficient way,
therefore lowering the carbon footprint required
to train such models.

• Addressing language understanding tasks by text
generation.

• Addressing explainability of Deep Learning (DL)-
based language models for Natural Language Gen-
eration (NLG) tasks.

• Developing new efficient techniques to reuse and
recycle pre-trained models for MT, especially for
settings with few or non-existing parallel data.

• Applying the newly developed techniques to im-
prove the state of the art in Natural Language
Understanding (NLU).

• Developing new benchmarks and datasets for
evaluating and assessing progress towards re-
sponsible NLU and NLG.

• Developing a number of advanced content-based
domain applications for the official languages in
Spain (Spanish, Catalan, Basque, and Galician)
and English, in multiple sectors and domains (Me-
teorology, Health, Tourism, Public Administra-
tions, etc).

4. Methodology
The duration of DeepR3 is 24 months. DeepR3 is a coordi-
nated project organized in three sub-projects with shared
methodology, objectives and techniques. The general co-
ordination is carried out by the HiTZ-UPV/EHU group.
To achieve the objectives explained earlier, the work has
been organized in 5 technical Work Packages, plus a
WP0 Project Management and a WP6 for Dissemination
and Exploitation. Each work package has a responsible

leader who coordinates the tasks in the WP, the relation-
ships and dependencies with other WPs, and contributes
to checking the overall quality of the project outcomes.
Moreover, each task is coordinated by a researcher from
the research team.

The technical WPs are briefly introduced below:

WP1 Methodology and Design. The purpose of this
WP is to define the overall methodology of the
project. This includes the specific defining stan-
dard protocols, information flow and architec-
tures, adapting and integrating the modules, re-
sources, data structures, data formats, computing
facilities and module APIs in the DeepR3 project.
The work package will also provide technical co-
ordination and support for the successful achieve-
ment of the methodological and technological
objectives. In addition, we will consider transver-
sally through the entire project issues related to
Responsible AI as well as Ethical, Legal, Social,
Economical, and Cultural (ELSEC) perspectives.

WP2 DataManagement. We target the collection and
curation of the corpora and data needed for ex-
tending existing monolingual and multilingual
language models to new domains, genres and lan-
guages, as well as the datasets required to eval-
uate them. In this WP, we will also address pub-
lishing, legal and ethical issues.

WP3 Adapting compact language models. We fo-
cus on providing efficient ways of adapting pre-
trained language models to new domains and lan-
guages. An important requirement is providing
these models in the most compact manner, in
terms of model size, to make their use as cost effi-
cient as possible. The goal is to recycle large pre-
existing models instead of training from scratch
and to be environmentally responsible. Attention
will be paid to explainability and fairness of the
models. The recycled models obtained will be the
basis of a new generation of language models for
Spanish, Catalan, Basque and Galician.

WP4 Deployment of language models. We will
deploy the language models obtained in WP3
and adapt them to specific tasks. We will
research modular and parameter-efficient fine-
tuning methods as an efficient way to adapt lan-
guage models to new tasks and languages. The
language models developed in WP3 will be the
basis to build a new generation of high-level se-
mantic processing tasks in the biomedical domain.
Another task that requires new and innovative
ways to reuse pre-trained language models is MT
in low-resource scenarios. Finally, many other in-
teresting tasks such as summarisation or question
answering require generative models.



WP5 Evaluation and Assessment. The objective of
this WP is to measure the research progress via
objective evaluation metrics and relevant open
evaluation campaigns. In addition to standard
metrics and comparative analysis for the tech-
nologies developed in each WP, we plan to de-
velop datasets and metrics that help to assess
the linguistic generalisation capabilities of the
language models and resources developed in the
project (WP3 and WP4).

5. Current results
This section provides details about work-in-progress
which is currently undertaken within the project.

5.1. Scaling Laws in Low-Resource
Settings

There have been many works proposing formulas that
relate the size of the model, the size of the dataset and the
computing budget, the so called “scaling laws”. However,
these laws are focused on rich languages and a large scale,
where the size of the available data is virtually infinite.
We have analyzed the effect those variables have on the
performance of language models in constrained settings,
by building lightweight models trained over a set of small
corpora [14]. Our conclusions conclude that the power
laws for parameters, data and compute for low-resource
settings differ from the optimal scaling laws previously
inferred, and data requirements should be higher. Our in-
sights are consistent across all the languages we study, as
well as across the MLM and downstream tasks. Further-
more, we experimentally establish when the cost of using
a Transformer-based approach is worth taking, instead
to favouring other computationally lighter solutions.

5.2. The medical MedMT5
We have built MedMT5, the first open-source text-to-text
multilingual model for the medical domain. While there
already exist Large Language Models (LLMs) that have
been adapted to the medical domain, they have been pre-
trained and evaluated with a focus on a single language
(English mostly). This is particularly true of text-to-text
models, which typically require large amounts of domain-
specific pre-training data, often not easily accessible for
many languages. MedMT5 has been trained on the largest
multilingual corpus for the medical domain in four lan-
guages, namely English, French, Italian and Spanish. We
also developed two new evaluation benchmarks for all
four languages with the aim of facilitating multilingual
research in this domain. A comprehensive evaluation

shows that MedMT5 outperforms both encoders and sim-
ilarly sized text-to-text models for the Spanish, French,
and Italian benchmarks while being competitive with
current state-of-the-art LLMs in English.

5.3. Resources for Linguistic Evaluation
of Language Models

Regarding resources for the linguistic evaluation of lan-
guage models, we have made progress in the area of
Targeted Syntactic Evaluation, designing new datasets
for Spanish and Galician focused not only on syntac-
tic dependencies but also on the semantic properties
of control verbs [15]. Our results show that, although
transformer-based models have a high performance in re-
solving syntactic dependencies, their performance drops
dramatically in cases in which syntax and semantics are
in interaction. Furthermore, we have created the Galician
Parallel Universal Dependencies (PUD) treebank, a new
manually annotated corpus for Galician which follows
the latest Universal Dependencies guidelines [16]. The
fact that the treebank is a parallel corpus translated by
professionals makes it an interesting resource for evalu-
ating machine translation models between Galician and
other of the 23 languages that have a PUD treebank.

5.4. Reusing, Recycling and Reducing
Pre-trained Models for Developing
and Evaluating Green Data-to-text
Systems: A Use Case with
Meteorological Data

We have analyzed empirically how the reuse, recycling,
and reduction of pre-trained language models can en-
hance environmental sustainability in NLP. More pre-
cisely, we paid attention to pre-trained models per-
forming sequence-to-sequence text generation in Span-
ish and Galician with the METEOGALICIA-ES and
METEOGALICIA-GL datasets [17]. We developed an ex-
perimental pipeline for systematic experimentation, facil-
itating the definition of baselines, creation of alternative
models, text generation, and comprehensive evaluation,
which includes assessing values related to energy con-
sumption and the quality of generated text to determine
the optimal model. In light of the reported results, we
validated the following research hypothesis: “Employing
knowledge transfer techniques enables the creation of
low-cost language models that yield results equivalent to
or superior to those produced by baseline models with a
higher computational cost.”



5.5. An Empirical Study on the Number of
Items in Human Evaluation of
Automatically Generated Texts

We have analyzed empirically the effect of the number
of items, i.e., texts to be evaluated, for the sake of re-
producibility in human evaluation of NLG systems. In
light of the reported results, we validated the following
research hypothesis: “well-known resampling statistical
methods can contribute to getting significant results even
with a small number of items to be evaluated by each
evaluator." [18]

5.6. Enriching Interactive Explanations
with Fuzzy Temporal Constraint
Networks

We have designed, implemented and validated a new
model for fuzzy temporal reasoning to overcome some
inconsistencies detected in pre-trained language mod-
els [19]. As a proof of concept, the new model is inte-
grated with TimeVersa, a conversational agent carefully
designed for acting as a virtual assistant for tourists. It
handles imprecise temporal constraints when providing
users with multilingual recommendations, and related
explanations, which are endowed with a good balance
between naturalness and fidelity. Taking as starting point
a knowledge graph that provides an intuitive represen-
tation of the entities and relations in the application do-
main, the temporal information is mapped onto a fuzzy
temporal constraint network. This way we represent
imprecise temporal information and are able to check
consistency in conversations.

6. Further work
We plan to work on the main areas of the project with
main attention to extending and reusing existing lan-
guage models and adapting them to new new domains,
genres and languages, and with a special focus on the lan-
guages spoken in the Iberian peninsula. We will continue
the work on the generation of data-to-text systems, and
extend it to new geographical areas such as the Basque
Country. We also plan to develop machine translation
systems for Iberian languages and English by reusing
existing pre-trained models in these languages. Finally,
we will continue developing benchmarks and datasets for
evaluating and assessing progress towards responsible
NLP, regarding both NLU and NLG tasks.
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