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Preface

This volume contains the papers presented at the 10th International Conference
on Formal Concept Analysis (ICFCA 2012) held from May 7th to May 10th, at
the Katholieke Universiteit Leuven, Belgium.

There were 68 submissions by authors from 27 countries. Each submission
was reviewed by at least three program committee members, and twenty reg-
ular papers (29%) were accepted for the Springer Proceedings. The program
also included six invited talks on topical issues: Recent Advances in Machine
Learning and Data Mining, Mining Terrorist Networks and Revealing Crimi-
nals, Concept-Based Process Mining, and Scalability Issues in FCA and Rough
Sets. The corresponding abstracts are gathered in the �rst section of the Springer
volume. Another fourteen papers were assessed as valuable for discussion at the
conference and were therefore collected in this volume.

Formal Concept Analysis emerged in the 1980's from attempts to restructure
lattice theory in order to promote better communication between lattice theo-
rists and potential users of lattice theory. Since its early years, Formal Concept
Analysis has developed into a research �eld in its own right with a thriving theo-
retical community and a rapidly expanding range of applications in information
and knowledge processing including visualization, data analysis, and knowledge
management.

The conference aims to bring together researchers and practitioners working
on theoretical or applied aspects of Formal Concept Analysis within major re-
lated areas such as Mathematics, Computer and Information Sciences and their
diverse applications to �elds such as Software Engineering, Linguistics, Life and
Social Sciences.

We would like to thank the authors and reviewers whose hard work ensured
presentations of very high quality and scienti�c vigor. In addition, we express
our deepest gratitude to all Program Committee and Editorial Board members
as well as external reviewers, especially to Bernhard Ganter, Claudio Carpineto,
Frithjof Dau, Sergei Kuznetsov, Sergei Obiedkov, Sebastian Rudolf and Stefan
Schmidt for their advice and support.

We would like to acknowledge all sponsoring institutions and the local or-
ganization team who made this conference a success. In particular, we thank
Amsterdam-Amstelland Police, IBM Belgium, OpenConnect Systems, Research
Foundation Flanders, and Vlerick Management School.

We are also grateful to Katholieke Universiteit Leuven for publishing this
volume and the developers of the EasyChair system which helped us during the
reviewing process.

May, 2012 Florent Domenach
Dmitry I. Ignatov
Jonas Poelmans
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Composition of L-Fuzzy contexts

Cristina Alcalde1, Ana Burusco2, and Ramón Fuentes-González2
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20018 - San Sebastián (Spain)

c.alcalde@ehu.es
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Abstract. In this work, we introduce and study the composition of two
L-fuzzy contexts that share the same attribute set. Besides studying its
properties, this composition allows to establish relations between the sets
of objects associated to both L-fuzzy contexts.
We also define, as a particular case, the composition of an L-fuzzy context
with itself.
In all the cases, we show some examples that illustrate the results.

Key words: Formal contexts theory, L-fuzzy contexts, Contexts asso-
ciated with a fuzzy implication operator

1 Introduction

In some situations we have information that relates two sets X and Z to the same
set Y and we want to know if these relations allow us to establish connections
between X and Z. In the present work we will try to deal with the study of this
problem using as tool the L-fuzzy Concepts Theory.

The Formal Concept Analysis developed by Wille ([13]) tries to extract some
information from a binary table that represents a formal context (X,Y,R) with
X and Y being two finite sets (of objects and attributes, respectively) and R ⊆
X × Y . This information is obtained by means of the formal concepts which are
pairs (A,B) with A ⊆ X, B ⊆ Y fulfilling A∗ = B and B∗ = A (where ∗ is
the derivation operator which associates to each object set A the set B of the
attributes related to A, and vice versa). A is the extension and B the intension
of the concept.

The set of the concepts derived from a context (X,Y,R) is a complete lattice
and it is usually represented by a line diagram.

In some previous works ([4],[5]) we defined the L-fuzzy context (L,X, Y,
R), where L is a complete lattice, X and Y the sets of objects and attributes
respectively and R ∈ LX×Y an L-fuzzy relation between the objects and the
attributes, as an extension to the fuzzy case of the Wille’s formal contexts when
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the relation between the objects and the attributes that we want to study takes
values in a complete lattice L. When we work with these L-fuzzy contexts we
use the derivation operators 1 and 2 defined by: For every A ∈ LX , B ∈ LY

A1(y) = inf
x∈X
{I(A(x), R(x, y))}, B2(x) = inf

y∈Y
{I(B(y), R(x, y))}

where I is a fuzzy implication operator defined in (L,≤), I : L × L −→ L,
which is decreasing in its first argument, and, A1 represents, as a fuzzy set, the
attributes related to the objects of A and B2 the objects related to the attributes
of B.

The information of the context is visualized by means of the L-fuzzy concepts
which are pairs (A,A1) ∈ (LX , LY ) with A ∈ fix(ϕ) the set of fixed points of the
operator ϕ, being this one defined by the derivation operators 1 and 2 mentioned
above as ϕ(A) = (A1)2 = A12. These pairs, whose first and second components
are the extension and the intension respectively, represent, as a fuzzy set, the
set of objects that share some attributes.

The set L = {(A,A1) : A ∈ fix(ϕ)} with the order relation ≤ defined as:

(A,A1), (C,C1) ∈ L, (A,A1) ≤ (C,C1) if A ≤ C

(or equiv. C1 ≤ A1) is a complete lattice that is said to be the L-fuzzy concept
lattice ([4],[5]).

On the other hand, given A ∈ LX , (or B ∈ LY ) we can obtain the derived
L-fuzzy concept applying the defined derivation operators. In the case of the use
of a residuated implication operator (as it holds in this work), the associated
L-fuzzy concept is (A12, A1) (or (B2, B21)).

Other extensions of the Formal Concept Analysis to the fuzzy area are in
[14], [12], [3], [8], [10], [11] and [6].

2 Composed formal contexts

The composition of formal contexts allows to establish relations between the
elements of two sets of objects that share the same attribute set.

Definition 1. Let (X,Y,R1) and (Z, Y,R2) be two formal contexts, the com-
posed formal context is defined as the context (X,Z,R1 ? R2), where ∀(x, z) ∈
X × Z:

R1 ? R2(x, z) =

{
1 if R2(z, y) = 1, ∀y such that R1(x, y) = 1

0 in other case

That is, the object x is related to z in the composed context if z shares all the
attributes of x in the original contexts.

Proposition 1. The relation of the composed context, R1 ? R2, can also be
defined as:

R1 ? R2(x, z) = min
y∈Y
{max{R1′(x, y), R2(z, y)}} ∀(x, z) ∈ X × Z
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where R1′ is the negation of the relation R1, that is, R1′(x, y) = (R1(x, y))
′ ∀(x, y) ∈

X × Y .

This property will be helpful in the following sections.

Remark 1. Given the formal contexts (X,Y,R1) and (Z, Y,R2), the relation of
the composed context R1 ? R2 is not necessarily the opposed of the relation
R2 ? R1, that is, in general,

There exists (x, z) ∈ X × Z such that R1 ? R2(x, z) 6= R2 ? R1(z, x)

Example 1. Let us consider the formal contexts (X,Y,R1) and (Z, Y,R2), where
X = {x1, x2, x3}, Y = {y1, y2, y3, y4, y5}, Z = {z1, z2, z3, z4}, and the respective
relations are the following ones:

R1 y1 y2 y3 y4 y5

x1 0 1 1 0 1
x2 1 1 0 1 0
x3 0 0 1 0 1

R2 y1 y2 y3 y4 y5

z1 1 1 0 1 0
z2 0 1 0 0 1
z3 1 1 0 1 1
z4 0 1 1 1 1

If we calculate the composition of the contexts defined above in the two
possible orders, then the obtained relations are:

R1 ? R2 z1 z2 z3 z4

x1 0 0 0 1
x2 1 0 1 0
x3 0 0 0 1

R2 ? R1 x1 x2 x3

z1 0 1 0
z2 1 0 0
z3 0 0 0
z4 0 0 0

and, as can be seen, (R1 ? R2)op 6= R2 ? R1.
This property will be helpful in the following sections.

2.1 Particular case: when a formal context is composed with itself

Let us analyze a particular case where some interesting results are obtained.

Proposition 2. Let (X,Y,R) be a formal context. If (X,Y,R) is composed with
itself, then the obtained context is (X,X,R ? R) where the sets of objects and
attributes are coincident and the relation R ? R is a binary relation defined on
X as follows:

R ? R(x1, x2) = min
y∈Y
{max{R′(x1, y), R(x2, y)}} ∀(x1, x2) ∈ X ×X
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Remark 2. The object x1 is related to attribute x2 in the composed context, if
in the original context the object x2 has at least the same attributes than the
object x1.

Example 2. Returning to the formal context (X,Y,R) that we studied in the
previous example, where the relation R was:

R y1 y2 y3 y4 y5

x1 0 1 1 0 1
x2 1 1 0 1 0
x3 0 0 1 0 1

The composition of this context with itself is the context (X,X,R ? R), and
relation is given by the table:

R ? R x1 x2 x3

x1 1 0 0
x2 0 1 0
x3 1 0 1

Proposition 3. The relation R ? R obtained by the composition of the formal
context (X,Y,R) with itself is a preorder relation defined on the object set X.

Proof. As a consequence of the definition, it is immediate to prove that:

1. The relation R ? R is reflexive.
2. The relation R ? R is transitive.

ut

Remark 3. It is a simple verification to see that:

– The relation R?R is not, in general, a symmetric relation. To be symmetric
it is necessary that whenever an object x2 in the original context (X,Y,R)
has all the attributes of another object x1, both objects have the same set
of attributes.

– The relation R ? R is not antisymmetric either. Therefore, R ? R is not, in
general, an order relation.

3 Extension to the L-fuzzy context case

The expression given in proposition 1 can be generalized to the fuzzy case sub-
stituting the maximum operator by a t-conorm S and taking a strong negation
′. In this way, we can define the compositions of two L-fuzzy contexts as follows:
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Definition 2. Let (L,X, Y,R1) and (L,Z, Y,R2) be two L-fuzzy contexts, we
define the composed L-fuzzy context (L,X,Z,R1 ? R2), where:

R1 ? R2(x, z) = inf
y∈Y
{S(R1′(x, y), R2(z, y))} ∀(x, z) ∈ X × Z

with S being a t-conorm defined in the lattice L.

If we remind the definition of a fuzzy S-implication, the previous one can be
expressed in this way:

Definition 3. Let (L,X, Y,R1) and (L,Z, Y,R2) be two L-fuzzy contexts, and
I an S-implication operator. We define the composed L-fuzzy context (L,X,Z,
R1 ? R2), where:

R1 ? R2(x, z) = inf
y∈Y
{I(R1(x, y), R2(z, y))} ∀(x, z) ∈ X × Z

We can generalize this definition to any fuzzy implication as we will see next.

3.1 Composition of L-fuzzy contexts associated with an implication
operator

Definition 4. Let (L,X, Y,R1) and (L,Z, Y,R2) be two L-fuzzy contexts, and
let I be a fuzzy implication operator, we define the composed L-fuzzy context
associated with the implication I as the L-fuzzy context (L,X,Z,R1 ?I R2),
where:

R1 ?I R2(x, z) = inf
y∈Y
{I(R1(x, y), R2(z, y))} ∀(x, z) ∈ X × Z

Remark 4. If we remind the definition of the triangle subproduct operator / given
by [9], one of the standard operators in the fuzzy relation theory which has been
previously used in diverse works [1, 2], we can see that the composed relation
defined here can be written as:

R1 ?I R2 = R1 / (R2)op

As can be observed, also in this case a similar result to the crisp case is obtained.

Proposition 4. Let (L,X, Y,R1) and (L,Z, Y,R2) be two L-fuzzy contexts. Then,
the relation of the composed L-fuzzy context (L,X,Z,R1?IR2) is not, in general,
the opposite of the relation of the composed L-fuzzy context (L,Z,X,R2 ?I R1).

(R1 ?I R2)op 6= R2 ?I R1

That is, if we change the order of the composition, the obtained relation between
the elements of X and Z is different.
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Proof. Given two L-fuzzy contexts (L,X, Y,R1) and (L,Z, Y,R2), and a fuzzy
implication operator I, the relation of the composed L-fuzzy context (L,X,Z,
R1 ?I R2) is:

R1 ?I R2(x, z) = inf
y∈Y
{I(R1(x, y), R2(z, y))} ∀(x, z) ∈ X × Z

On the other hand, the relation of the composed L-fuzzy context (L,Z,X,
R2 ?I R1) is defined as:

R2 ?I R1(z, x) = inf
y∈Y
{I(R2(z, y), R1(x, y))} ∀(z, x) ∈ Z ×X

As, in general, given a fuzzy implication I(a, b) 6= I(b, a), then these relations
are not opposed. ut

Example 3. We have a company of temporary work in which we want to ana-
lyze the suitability of some candidates to obtain some offered employments. The
company knows the requirements of knowledge to occupy each one of the posi-
tions, represented by means of the L-fuzzy context (L,X, Y,R1), where the set of
objects X is the set of employments, the attributes Y the necessary knowledge,
and the relation among them appears in Table 1 with values in the chain L={0,
0.1, 0.2, . . . , 1}.

Table 1. The requirements of knowledge to obtain each one of the employments.

R1 computer science accounting mechanics cooking

domestic helper 0.1 0.3 0.1 1
waiter 0 0.4 0 0.7

accountant 0.9 1 0 0
car salesman 0.5 0.7 0.9 0

On the other hand, we have the knowledge of some candidates for these
positions, represented by the L-fuzzy context (L,Z, Y,R2) in which the objects
are the different candidates to occupy the jobs, the attributes the necessary
knowledge and the relation among them is given by Table 2.

A candidate will be suitable to obtain a job if he owns all the knowledge
required in this position. Therefore, to analyze what candidate is adapted for
each job, we would use the composed L-fuzzy context (L,X,Z,R1 ? R2). The
relation of this composed context, calculated using the Lukasiewicz implication
operator, is the represented in Table 3.

To obtain the information of this L-fuzzy context we will use the ordinary
tools of the L-fuzzy Concept Theory to analyze the associated L-fuzzy concepts.
Thus, for example, if we want to find the best candidate to occupy the job of
waiter, we take the set:
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Table 2. Knowledge of the candidates.

R2 computer science accounting mechanics cooking

C1 0.5 0.8 0.3 0.6
C2 0.2 0.5 0.1 1
C3 0 0.2 0 0.3
C4 0.9 0.4 0.1 0.5
C5 0.7 0.5 0.2 0.1

Table 3. Suitability of each candidate for each position.

R1 ? R2 C1 C2 C3 C4 C5

domestic helper 0.6 1 0.3 0.5 0.1
waiter 0.9 1 0.6 0.8 0.4

accountant 0.6 0.3 0.1 0.4 0.5
car salesman 0.4 0.2 0.5 0.2 0.3

{domestic helper/0,waiter/1, accountant/0, car salesman/0}

and we obtain the derived L-fuzzy concept, whose intension is:

{C1/0.9, C2/1, C3/0.6, C4/0.8, C5/0.4}

If we look at the attributes with the highest membership degree, we can
deduce that the most suitable candidate for the job of waiter is C2, followed by
C1 and C4.

If, for instance, we want to find the best person to be accountant in a restau-
rant that also could work as a waiter, we take the set

{domestic helper/0,waiter/1, accountant/1, car salesman/0}

and the derived L-fuzzy concept is

{C1/0.6, C2/0.3, C3/0.1, C4/0.4, C5/0.4}

where we can see that the most suitable candidate is C2.
On the other hand, if our interest is to analyze which of the jobs is the

most suitable for each candidate, we do the composition in the contrary order,
obtaining the L-fuzzy context (L,Z,X,R2 ? R1), where the composed relation
is represented in Table 4.

We can see in this example that both compositions are different: A candidate
can be the best to occupy a concrete job, but that job need not be the most
appropriate for this candidate.
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Table 4. Suitability of each employment for each candidate.

R2 ? R1 domestic helper waiter accountant car salesman

C1 0.5 0.5 0.4 0.4
C2 0.8 0.7 0 0
C3 0.3 0.2 0.2 0.7
C4 0.2 0.1 0.5 0.5
C5 0.4 0.3 0.8 0.8

The following result will be of interest to study the L-fuzzy concepts associ-
ated to the objects of the composed L-fuzzy context.

Before to proceed with the proposition, we are going to introduce a new
notation: If the subscripts point out the derivation operators and the superscripts
the L-fuzzy contexts where they are applied, then A ?©

1 is the derived set from A
obtained in the composed L-fuzzy context, A 1©

1 is the derived set obtained in the
L-fuzzy context (L,X, Y,R1), and (A 1©

1 ) 2©
2 the derived set of the last one in the

L-fuzzy context (L,Z, Y,R2)

Proposition 5. If the implication operator I is residuated and we consider the
set:

A(x) =

{
1 if x = xi

0 in other case

then, the intension of the L-fuzzy concept obtained in the composed L-fuzzy con-
text (L,X,Z,R1 ?I R2) from the set A, is equal to the extension of the L-fuzzy
concept obtained in (L,Z, Y,R2) from the intension of the L-fuzzy concept ob-
tained in (L,X, Y,R1) from A. That is, we obtain the same fuzzy set Z applying
the derivation operators twice (once in each one of the contexts that make up the
composition), or once in the composed context.

Moreover, it is verify that:

∀z ∈ Z, A ?©
1 (z) = (A 1©

1 ) 2©
2 (z) = R1 ?I R2(xi, z)

That is, the membership degrees obtained are the values of the row of R1 ?I R2
that corresponds to the object xi.

Proof. Let be A(x) =

{
1 if x = xi

0 in other case
, the intension of the L-fuzzy concept

obtained from A in the context (L,X, Y,R1) is the L-fuzzy subset of Y :

A 1©
1 (y) = inf

x∈X
{I(A(x), R1(x, y))}, ∀y ∈ Y.

As the implication I is residuated, ∀a ∈ L it is verified that I(0, a) = 1 and
I(1, a) = a, thus,

A 1©
1 (y) = R1(xi, y), ∀y ∈ Y.
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Taking now the set A 1©
1 , we obtain the derived L-fuzzy concept in the L-fuzzy

context (L,Z, Y,R2), the extension of which is:

(A 1©
1 ) 2©

2 (z) = inf
y∈Y
{I(A 1©

1 (y), R2(z, y))} =

= inf
y∈Y
{I(R1(xi, y), R2(z, y))} = R1 ?I R2(xi, z), ∀z ∈ Z.

On the other hand, the intension of the obtained L-fuzzy concept in the
composed L-fuzzy context from A is:

A ?©
1 (z) = inf

x∈X
{I(A(x), R1 ?I R2(x, y))} = R1 ?I R2(xi, z), ∀z ∈ Z.

ut
Example 4. If we come back to example 3, we have analyzed which candidate is
the most suitable for the job of waiter.

To do this, in the L-fuzzy context (L,X,Z,R1 ? R2) (see Table 3) we have
taken the set

A = {domestic helper/0,waiter/1, accountant/0, car salesman/0}

and we have calculated the closed L-fuzzy concept, where the fuzzy intension is:

A ?©
1 = {C1/0.9, C2/1, C3/0.6, C4/0.8, C5/0.4}

And here, if we look at those attributes whose membership degrees stand out
from the others, we deduce that the most suitable candidates to be good waiters
were, C2, C1 and C4, in this order.

The same result is obtained if we take the L-fuzzy context (L,X, Y,R1) (see
Table1) and we calculate the L-fuzzy concept from A, which intension is:

A 1©
1 = {computer science/0, accounting/0.4,mechanics/0, cooking/0.7}

And, from this fuzzy set we obtain in the L-fuzzy context (L,Z, Y,R2) (see
Table2) the derived L-fuzzy concept the extension of which is:

(A 1©
1 ) 2©

2 = {C1/0.9, C2/1, C3/0.6, C4/0.8, C5/0.4}

As can be seen, the result is the same that the obtained in the composed L-fuzzy
context.

3.2 Composition of an L-fuzzy context with itself

The composition of an L-fuzzy context (L,X, Y,R) with itself will allow us to
set up some relationships between the elements of the object set X.

Proposition 6. If I is a residuated implication associated with a left continuous
t-conorm T , then the relation R?IR that results of the composition of (L,X, Y,R)
with itself, associated with the implication I, constitutes a fuzzy preorder relation
defined in the object set X.
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Proof. 1. First, we prove that it is a reflexive relation, that is, the relation
verifies:

∀x ∈ X, R ?I R(x, x) = 1.

By the definition of the composition associated with an implication operator,
we have

∀x ∈ X, R ?I R(x, x) = inf
y∈Y
{I(R(x, y), R(x, y))},

and, as any residuated implication verifies that I(a, a) = 1, ∀a ∈ L, then

∀x ∈ X, R ?I R(x, x) = 1.

2. To see that R ?I R is a T -transitive relation, we have to prove that

∀x, t, z ∈ X, T (R ?I R(x, t), R ?I R(t, z)) ≤ R ?I R(x, z),

that is, the following inequality must be verified:

T

(
inf
α∈Y
{I(R(x, α), R(t, α))}, inf

β∈Y
{I(R(t, β), R(z, β))}

)
≤

inf
α∈Y
{I(R(x, α), R(z, α))}.

By the monotony of the t-norm, we have:

T

(
inf
α∈Y
{I(R(x, α), R(t, α))}, inf

β∈Y
{I(R(t, β), R(z, β))}

)
≤

inf
α∈Y

{
T

(
I(R(x, α), R(t, α)), inf

β∈Y
{I(R(t, β), R(z, β))}

)}
≤

inf
α∈Y
{T (I(R(x, α), R(t, α)), I(R(t, α), R(z, α)))} .

As the used t-norm T is left-continuous, we know that [7]

∀a, b, c ∈ [0, 1], T (I(a, b), I(b, c)) ≤ I(a, c),

and it is verified that:

T

(
inf
α∈Y
{I(R(x, α), R(t, α))}, inf

β∈Y
{I(R(t, β), R(z, β))}

)
≤

inf
α∈Y
{I(R(x, α), R(z, α))}.

ut

Remark 5. The relation R ?I R is neither symmetric nor antisymmetric and
then, is neither an equivalence nor an order relation. For instance, if we take the
relation R given by the table:
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R y1 y2 y3 y4

x1 0.1 0.3 0.5 0.1
x2 0.8 0.2 0.8 0.2
x3 0.4 0.7 0 0.1

then the relation R ?I R associated with the Lukasiewicz implication operator
is:

R ?I R x1 x2 x3

x1 1 0.9 0.5
x2 0.3 1 0.2
x3 0.5 0.5 1

and, as can be seen, is neither a symmetric nor an antisymmetric relation.

Remark 6. If we are using a non residuated implication operator, not always a
fuzzy preorder relation is obtained. For instance, if we take the previous relation
R and we do the composition R ?I R associated with the Kleene-Dienes impli-
cation (that does not verify I(x, x) = 1), then we obtain the following relation:

R ?I R x1 x2 x3

x1 0.5 0.7 0.5
x2 0.2 0.2 0.2
x3 0.3 0.3 0.3

that is neither a reflexive nor a fuzzy preorder relation.

The application of this composition can be very interesting in social or work
relations as we can see next:

Example 5. There are four different manufacture processes in a factory and we
want to organize the workers so that each of them is subordinate of another one
if its capacity to carry out each one of the processes of manufacture is smaller.

To model this problem, we are going to take the L-fuzzy context (L,X, Y,R),
where the set of objects X is formed by the workers {O1, O2, O3, O4, O5}, the
attributes are the different manufacture processes {P1, P2, P3, P4}, and the rela-
tion R represents the capacity of each one of the workers to carry out each one
of the processes, in a scale of 0 to 1 (See Table 5).

The L-fuzzy context that results of the composition of this context with itself
allow us to define relations boss-subordinate between the workers so that the
relation R ? R(x, y) of the compound context (associated with the Lukasiewicz
implication) gives the degree in which the worker x is subordinate of the worker
y. (See Table 6).
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Table 5. Capacity of the workers to carry out each one of the manufacture processes

R P1 P2 P3 P4

O1 0.7 1 0.3 0
O2 0.3 0.8 0.9 0.4
O3 0.1 0.2 1 0.5
O4 0.5 0.3 0.2 0.4
O5 1 0.5 0.8 1

Table 6. Relation ”be subordinate of”.

R ? R O1 O2 O3 O4 O5

O1 1 0.6 0.2 0.3 0.5
O2 0.4 1 0.4 0.3 0.7
O3 0.3 0.9 1 0.2 0.8
O4 0.6 0.8 0.6 1 1
O5 0 0.3 0.1 0.4 1

This will allow us, for example, to choose bosses in the group watching the
columns of the obtained relation: In this case, we could choose as bosses of the
workers to O2 and O5 because both have as subordinate O3 and O4 and the
subordination degrees are the biggest values of the columns.

4 Conclusions and future work

This work constitutes the first approach to the problem of composition of L-
fuzzy contexts. In future works we will use these results in the resolution of
other problems that seem interesting to us:

- First, this composition will be useful to study the chained L-fuzzy contexts,
that is, to find relations between two defined contexts where the set of attributes
of the first context is the same that the set of objects of the second one.

- On the other hand, we think that it will be useful to define the compo-
sition of L-fuzzy contexts in the interval-valued case in order to study certain
situations.
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Abstract. We describe the internal algorithmics of our recent imple-
mentation of a closure-based self-tuning associator: yacaree. This system
is designed so as not to request the user to specify any threshold. In
order to avoid the need of a support threshold, we introduce an algo-
rithm that constructs closed sets in order of decreasing support; we are
not aware of any similar previous algorithm. In order not to overwhelm
the user with large quantities of partial implications, our system filters
the output according to a recently studied lattice-closure-based notion
of confidence boost, and self-adjusts the threshold for that rule quality
measure as well. As a consequence, the necessary algorithmics interact in
complicated ways. In order to control this interaction, we have resorted
to a well-known, powerful conceptual tool, called Iterators: this notion
allows us to distribute control among the various algorithms at play in
a relatively simple manner, leading to a fully operative, open-source,
efficient system for discovery of partial implications in relational data.

Keywords: Association mining, parameter-free mining, iterators, Python

.

1 Introduction

The task of identifying which implications hold in a given dataset has received
already a great deal of attention [1]. Since [2], also the problem of identifying
partial implications has been considered. Major impulse was received with the
proposal of “mining association rules”, a very closely related concept. A majority
of existing association mining programs follow a well-established scheme [3], ac-
cording to which the user provides a dataset, a support constraint, a confidence
constraint, and, optionally, in most modern implementations, further constraints
on other rule quality evaluation measures such as lift or leverage (a survey of
quality evaluation measures for partial implications is [4]). A wealth of algo-
rithms, of which the most famous is apriori, have been proposed to perform
association mining.
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Besides helping the algorithm to focus on hopefully useful partial implica-
tions, the support constraint has an additional role: by restricting the process
to frequent (or frequent closed) itemsets, the antimonotonicity property of the
support threshold defines a limited search space for exploration and avoids the
often too wide space of the whole powerset of items.

Instead, however, the price becomes a burden on the user, who must supply
thresholds on rule evaluation measures and on support. Rule measure thresh-
olds may be difficult to set correctly, but at least they offer often a “semantic”
interpretation that guides the choice; for instance, confidence is (the frequentist
approximation to) the conditional probability of the consequent of the rule, given
the antecedent, whereas lift and leverage refer to the (multiplicative or additive,
respectively) deviation from independence of antecedent and consequent. But
support thresholds are known to be very difficult to set right. Some smallish
datasets are so dense that any exploration below 95% support, on our current
technology, leads to a not always graceful breakdown of the associator program,
whereas other, large but sparse datasets hardly yield any association rule un-
less the support is set at quantities as low as 0.1%, spanning a factor of almost
one thousand; and, in order to set the “right” support threshold (whatever that
means), no intuitive guidance is currently known, except for the rather trivial
one of trying various supports and monitoring the number of resulting rules and
the running time and memory needed.

The Weka apriori implementation automates partially the process, as follows:
it explores repeatedly at several support levels, reducing the threshold from one
run to the next by a “delta” parameter (to be set as well by the user), until a given
number of rules has been gathered. Inspired by this idea, but keeping our focus in
avoiding user-set parameters, we are developing an alternative association miner.
It includes an algorithm that explores closed itemsets in order of decreasing
support. This algorithm is similar in spirit to ChARM [5], except that some of
the accelerations of that algorithm require ordering some itemsets by increasing
support, which becomes inapplicable in our case. Additionally, our algorithm
keeps adjusting automatically the support bound as necessary so as to be able
to proceed with the exploration within the available memory resources. This
is, of course, more expensive in computation time, compared to a traditional
exploration with the “right” support threshold, as the number of closed frequent
sets that can be filtered out right away is much smaller; on the other hand,
no one can tell ahead of time which is the “right” support threshold, and our
alternative spares the user the need of guessing it. To our knowledge, this is the
first algorithm available for mining closed sets in order of descending support
and without employing a user-fixed support threshold.

Similarly, in order to spare the user the choice of rule measure thresholds,
we employ a somewhat complex (and slightly slower to evaluate) measure, the
closure-based confidence boost, for which our previous work has led to useful,
implementable bounds as well as to a specific form of self-tuning [6]. It can be
proved that this quantity is bounded by a related, easy to compute quantity:
namely, the closure-based confidence boost is always less than or equal to the
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support ratio, introduced (with a less prononceable name) in [7], and defined
below; this bound allows us to “push” into the closure mining process a constraint
on the support ratio that spares computation of rules that will fail the rule
measure threshold. We do this by postponing the consideration of the closed
sets that, upon processing, would give rise only to partial implications below the
confidence boost threshold.

As indicated, our algorithm self-tunes this threshold, which starts at a some-
what selective level, by lowering it in case the output rules show it appropriate.
Then, the support ratio in the closure miner is to follow suit: the constraint is to
be pushed into the closure mining process with the new value. This may mean
that previously discarded closures are to be now considered. Therefore, we must
reconcile four processes: one of mining closed frequent sets in order of decreas-
ing support, filtering them according to their support ratio; two further ones
that change, along the way, respectively, the support threshold and the support
ratio threshold; and the one of obtaining the rules themselves from the closed
itemsets. Unfortunately, these processes interfere very heavily with each other.
Closed sets are the first objects to be mined from the dataset, and are to be
processed in order of decreasing support to obtain rules from them, but they are
to be processed only if they have both high enough support, and high enough
support ratio. Closed sets of high support and low support ratio, however, cannot
be simply discarded: a future decrease of the self-adjusting rule measure bound
may require us to “fish” them back in, as a consequence of evaluations made
“at the end” of the process upon evaluating rules; likewise, rules of low closure-
based confidence boost need to be kept on hold instead of discarded, so as to
be produced if, later, they turn out to clear the threshold after adjusting it to a
lower level. The picture gains an additional complication from the fact that con-
structing partial implications requires not only the list of frequent closures, but
also the Hasse edges that constitute the corresponding Formal Concept Lattice.

As a consequence, the varying thresholds make it difficult to organize the
architecture of the software system in the traditional form of, first, mining the
lattice of frequent closures and, then, extracting rules from them. We describe
here how iterators offer a simple and efficient solution for the organization of
our partial implication miner yacaree, available at SourceForge and shown at
the demo track of a recent conference [8]. The details of the implementation are
described here for the first time.

2 Concepts, Notation, and Overview

In our technological context (pure Python), “generators” constitute one of the
ways of obtaining iterators. An iterator constructed in this way is a method (in
the object-oriented sense) containing, anywere inside, the “yield” instruction;
most often, this instruction is inside some loop. This instruction acts as a “re-
turn” instruction for the iterator, except that its whole status, including values
of local variables and program counter, is stored, and put back into place at the
next call to the method. Thus, we obtain a “lazy” method that gives us, one
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by one, a sequence of values, but only computes one more value whenever it is
called from the “consumer” that needs these values.

Generators as a comfortable way of constructing iterators are available only
in a handful of platforms: several quite specialized lazy functional programming
languages offer them, but, among the most common programming languages,
only Python and C# include generators. Java or C++ offer a mere “iterator”
interface that simply states that classes implementing iterators must offer, with
specific names, the natural operations to iterate over them, but the notion of
generators to program them easily is not available.

We move on to describe the essentials of our system, and the way iterators
defined by means of generators allow us to organize, in a clear and simple way,
the various processes involved.

A given set of available items U is assumed; its subsets are called itemsets.
We will denote itemsets by capital letters from the end of the alphabet, and use
juxtaposition to denote union of itemsets, as in XY . The inclusion sign as in
X ⊂ Y denotes proper subset, whereas improper inclusion is denoted X ⊆ Y .
For a given dataset D, consisting of n transactions, each of which is an itemset
labeled with a unique transaction identifier, we define the support sup(X) of an
itemsetX as the cardinality of the set of transactions that containX. Sometimes,
the support is measured “normalized” by dividing by the dataset size; then, it
is an empirical approximation to the probability of the event that the itemset
appears in a “random” transaction. Except where explicitly indicated, all our
uses of support will take the form of ratios, and, therefore, it does not matter at
all whether they come absolute or normalized.

An association rule is an ordered pair of itemsets, often written X → Y .
The confidence c(X → Y ) of rule X → Y is sup(XY )/sup(X). We will refer
occasionally below to a popular measure of deviation from independence, often
named lift : assuming X ∩ Y = ∅, the lift of X → Y is

sup(XY )

sup(X) sup(Y )

where all three supports are assumed normalized (if they are not, then the
dataset size must of course appear as an extra factor in the numerator).

An itemset X is called frequent if its support is greater than or equal to
some user-defined threshold: sup(X) > τ . We often assume that τ is known; no
support bound is implemented by setting τ = 0. Our algorithms will attempt
at self-tuning τ to an appropriate value without concourse of the user. Given
an itemset X ⊆ U , its closure X of X is the maximal set (with respect to set
inclusion) Y ⊆ U such thatX ⊆ Y and sup(X) = sup(Y ). It is easy to see thatX
is unique. An itemset X is closed if X = X. Closure operators are characterized
by the three properties of monotonicity, idempotency, and extensivity.

The support ratio was essentially employed first, to our knowledge, in [7],
where, together with other similar quotients, it was introduced with the aim
of providing a faster algorithm for computing representative rules. The support
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ratio of an association rule X → Y is that of the itemset XY , defined as follows:

σ(X → Y ) = σ(XY ) =
sup(XY )

max{sup(Z) | sup(Z) > τ, XY ⊂ Z} .

For many quality measures for partial implications, including support, con-
fidence, and closure-based confidence boost (to be defined momentarily), the
relevant supports turn out to be the support of the antecedent and the support
of the union of antecedent and consequent. As these are captured by the corre-
sponding closures, we deem inequivalent two rules X → Y and X ′ → Y ′ exactly
when they are not “mutually redundant” with respect to the closure space de-
fined by the dataset: either X 6= X ′, or XY 6= X ′Y ′. We denote that fact as
(X → Y ) 6≡ (X ′ → Y ′).

We now assume sup(XY ) > τ . As indicated, our system keeps a varying
threshold on the following rule evaluation measure: β(X → Y ) =

c(X → Y )

max{c(X ′ → Y ′) | (X → Y ) 6≡ (X ′ → Y ′), sup(X ′Y ′) > τ, X ′ ⊆ X, Y ⊆ X ′Y ′ .

This notion, known as “closure-based confidence boost”, as well as the “plain
confidence boost”, which is a simpler variant where the closure operator reduces
to the identity, are studied in depth in [6]. Intuitively, this is a relative, instead
of absolute, form of confidence: we are less interested in a partial implication
having very similar confidence to that of a simpler one. A related formula mea-
sures relative confidence with respect to logically stronger partial implications
(confidence width, see [6]); the formula just given seems to work better in prac-
tice. For the value of this measure to be nontrivial, XY must be a closed set;
the following inequality holds:

Proposition 1. β(X → Y ) ≤ σ(X → Y ).

The threshold on β(X → Y ) is self-adjusted along the mining process, on the
basis of several properties such as coincidence with lift under certain conditions;
all these details and properties are described in [6].

2.1 Architecture of yacaree

The diagram in Figure 1 shows the essentials of the class structure, for easier
reference along the description of the iterators. For simplicity, a number of ad-
ditional classes existing in the system are not shown. A couple of them, added
recently, find minimal generators via standard means and implement a plain
confidence boost version appropriate for full-confidence implications; their al-
gorithmics are not novel, pose no challenge, and are omitted here. We are also
omitting discussion of classes like the Dataset class, some heap-like auxiliary
data structures, user interfaces, and a class capturing a few static values, as
their role in our description is minor or easy to understand (or both).
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Fig. 1. Partial class diagram of the associator

2.2 Class Overview

We give a brief explanation of the roles of the classes given in the diagram.
Details about their main methods (the corresponding iterators) come below.

Class ItemSet keeps the information and methods to prettyprint itemsets,
including information such as support; it inherits from sets all set-theoretic op-
erations. Class Rule keeps both antecedent and consequent (technically, it keeps
the antecedent and the union of antecedent and consequent, as in this case the
latter is always closed, which allows for more efficient processing), and is able to
provide rule evaluation measures such as confidence or lift.

Class ClMiner runs the actual closure mining, with some auxiliary methods
to handle all details. Its main method is the iterator mine closures() (described
below) which yields, one by one and upon being called, all closed sets having
support above the threshold, in order of decreasing support. This “decreasing
support” condition allows us to increase the support threshold, if necessary, to
continue the exploration. As explained below, when the internal data structures
of the closure miner are about to overflow, the support threshold is increased in
such a way that half the closures found so far and still pending consideration
are discarded.
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Class Lattice runs its own iterator, candidate closures(), which, in turn, calls
mine closures() as new closed sets become needed. Its main task is to call meth-
ods that implement the algorithms from [9] and actually build the lattice of
closed sets, so that further iterators can expect to receive closures for which the
immediate predecessors have been identified. Version 1.0 of yacaree employed
the Border algorithm but in version 1.1 we have implemented the faster al-
gorithm iPred and indeed obtained around a 10% acceleration. The fact that
iPred could be employed in enumerations of closures by decreasing support was
proved in [10]. See [11] for futher discussions.

Additionally, the support ratio of each closed set is also computed here, and
the class offers yet another iterator that provides, for each closure, all the prede-
cessor closures having support above a local, additional support threshold that
can be specified at call time. In this way, we obtain all the candidate antecedents
for a given closed set as potential consequent. This internal iterator amounts to
a plain depth-first search, so that we do not discuss it further here.

Within class Lattice, two heap-structured lists keep, respectively, the closures
that are ready to be passed on as they clear both the support and the support
ratio thresholds (Lattice.ready) and the closures that clear the support threshold
but fail the support ratio threshold (Lattice.freezer); these will be recovered in
case a decrease of the confidence boost bound is to affect the support ratio
pruning.

Finally, class RuleMiner is in charge of offering the system an iterator over all
the association rules passing the current thresholds of support and closure-based
confidence boost: mine rules(). Its usage allows one to include easily further
checks of confidence, lift, or any other such quantity.

3 Details

This section provides details of the main iterators and their combined use to
attain our goals.

3.1 ClMiner.mine closures()

The closure miner is the iterator that supports the whole scheme; it follows a
“best-first” strategy, where here “best” means “highest support”. We maintain a
heap containing closures already generated, but which have not been expanded
yet to generate further closures after them. The heap can provide the one of
highest support in logarithmic time, as this is the closure that comes next. Then,
as this closure is passed on to the lattice constructor, items (rather, closures of
singletons) are added to it in all possible ways, and closure operations are applied
in order to generate its closed successors, which are added to the heap unless
they were already in it. The decreasing support condition ensures that they were
never visited before. For simplicity, we omit discussing the particular case of the
empty set, which, if closed, is to be traversed first, separately.

1: identify closures of singletons
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2: organize them into a maxheap according to support
3: while heap nonempty do
4: consider increasing the support threshold by monitoring the available

memory
5: if the support threshold must be raised then
6: kill from the heap pending closures of support below new threshold,

which is chosen so that the size of the heap halves
7: end if
8: pop from heap the max-support itemset
9: yield it

10: try to extend it with all singleton closures
11: for such extensions with sufficient support do
12: if their closure is new then
13: add it to the heap
14: end if
15: end for
16: end while

In order to clarify how this algorithm works, we develop the following ex-
ample. Consider a dataset with 24 transactions over universe U = {a, b, c, d, e}
of 5 items: {abcde, bcde × 2, abe, cde, be, ae × 3, ab × 4, cd × 6, b × 2, a × 3}. For
this dataset, there are 12 closed sets, which we enumerate here with their cor-
responding supports: ∅/24, a/12, b/11, cd/10, e/9, ab/6, ae/5, be/5, cde/4, bcde/3,
abe/2, abcde/1. The empty set is treated first, separately, as indicated. Then, the
four next closures correspond to closures of singletons (the closures of c and d
coincide) and form an initial heap, containing: [a/12, b/11, cd/10, e/9].

The heap provides a as next closure in descending support; it is passed
on to further processing at the “yield” instruction, and it is expanded with
singleton closures in all possible ways, enlarging the heap into containing six
pending closures: [b/11, cd/10, e/9, ab/6, ae/5, abcde/1]: each of the new sets in the
heap is obtained by adding to a the closure of a singleton, and closing the
result. The next closure is b, which goes into the “yield” instruction and, subse-
quently, generates two further closures to be added to the heap, which becomes:
[cd/10, e/9, ab/6, ae/5, be/5, bcde/3, abcde/1]. The closure ab generated from b is
omitted, as it is repeated since it was already generated from a.

For illustration purposes, we assume now that the length of the heap, cur-
rently 7, is deemed too large. Of course, in a toy example like this one there is
no need of moving up the support threshold, but let’s do it anyway: assume that
the test indicates that the heap is occupying too much memory, incurring in a
risk of soon-coming overflow. Then, the support is raised as much as necessary
so as to halve the length of the heap. Pending closures of support 5 or less would
be discarded from the heap, the support threshold would be set at 6, and only
three closures would remain in the heap: [cd/10, e/9, ab/6]. Each of them would be
processed in turn, given onwards by the “yield” instruction, and expanded with
all closures of singletons; in all cases, we will find that expanding any of them
with a singleton closure leads to a closure of support below 6, which is therefore
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omitted as it does not clear the threshold. Eventually, these three closures in the
heap are passed on, and the iterator will have traversed all closures of support
6 or higher.

As a different run, assume now that we accept the growth of the heap, so that
it is not reduced. The traversal of closures would go on yielding cd, which would
add cde to the heap; adding either a or b to cd leads to abcde which is already in
the heap. The next closure e adds nothing new to the heap, and the next is ab
which adds abe; at this point the heap is [ae/5, be/5, cde/4, bcde/3, abe/2, abcde/1].
All further extensions only lead to repeated closures, hence nothing is further
added to the heap, and, as it is emptied, the traversal of all the closures is
completed.

The main property that has to be argued here is the following:

Proposition 2. As the support threshold rises, all the closed sets delivered so
far by the iterator to the next phase are still correct, that is, have support at least
the new value of the threshold.

Proof. We prove this statement by arguing the following invariants: first, the
new threshold is bounded above by the highest support of a closure in the heap;
second, all the closed sets provided so far up to any “yield” statement have sup-
port bounded below by all the supports currently in the heap. These invariants
are maintained as we extract the closure C of maximum support in the heap,
and also when we add to it extensions of C: indeed, C having been freshly taken
off the heap, all previous deliveries have at least the same support, whereas all
extensions that are to enter the heap are closed supersets of C and must have
lower support, because C is closed.

Hence, all previous deliveries have support higher than the maximum support
in the heap, which, in turn, is also higher than the new threshold; transitivity
now proves the statement.

3.2 Lattice.candidate closures()

In order to actually mine rules from the closures traversed by the loop described
in the previous section, further information is necessary: data structures to allow
for traversing predecessors, namely, the Hasse edges, that is, the immediate,
nontransitive neighbors of each closure. These come from a second iterator that
implements the iPred algorithm [9].

Additionally, we wish to push into the closure mining the confidence boost
constraint. The way to do it is to compute the support ratio of each closure, and
only pass it on to mine rules from it if this support ratio is above the confidence
boost threshold; indeed, Proposition 1 tells us that, if the support ratio is below
the threshold, the confidence boost will be too.

Due to the condition of decreasing support, we know that the closed superset
that defines the support ratio is exactly the first successor to appear from the
closure mining iterator. As soon as one successor of C appears, if the support
ratio is high enough, we can yield C, as the Hasse edges to its own predecessors
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are guaranteed to have been set before. If the support ratio is not enough, it is
kept on a “freezer” (again a heap-like structure) from where it might be “fished
back in” if the confidence boost threshold decreases later on.

One has to be careful that the same closed set, say C, may be the first
successor of more than one predecessor. As we set the predecessors C ′ of C, we
move to the “ready” heap those that have C as first successor, if their support
ratio is high enough; then we yield them all. Additionally, as we shall see, it may
happen that RuleMiner.mine rules() moves closures from “freezer” to “ready”.
We explain this below.

1: for each closed set C yielded by ClMiner.mine closures() do
2: apply a Hasse edges algorithm (namely iPred) to set up the lattice edges

connecting C to its predecessors
3: for each unprocessed predecessor C ′ do
4: compute the support ratio of C ′

5: if support ratio is over the rule evaluation threshold then
6: add C ′ to the “ready” heap
7: else
8: add C ′ to the “freezer” heap
9: end if

10: end for
11: for each closure in the “ready” heap do
12: yield it
13: end for
14: end for

We observe here that we are not guaranteeing decreasing support order in this
iterator, as the changes to the support ratio threshold may swap closures with
respect to the order in which they were obtained. What we do need is that the
most basic iterator, ClMiner.mine closures(), does provide them in decreasing
support order, first, to ensure that the support threshold can be raised if nec-
essary, and, second, to make sure that the support ratio is correctly computed
from the first successor found for each closure.

Along the same example as before, consider, for instance, what happens when
ClMiner.mine closures() yields the closure ab to Lattice.candidate closures().
The iPred algorithm identifies a and b as immediate predecessors of ab, and
the corresponding Hasse edges are stored. Then, both a and b are identified as
closures whose first successor (in decreasing support) has just appeared; indeed,
other successors have less support than ab. The support ratios of a and b, namely,
12/6 = 2 and 11/6, are seen to be higher than the confidence boost threshold
(which starts at 1.15 by default) and both a and b are moved to the “ready”
heap and yielded to the subsequent rule mining phase. On the other hand, if the
confidence boost threshold was, say, at 1.4, upon processing bcde we would find
4/3 < 1.4 as support ratio of cde, and this closure would wait in the freezer heap,
until (if at all) a revised lower value of the confidence boost threshold would let
it through, by moving it from the freezer queue to the ready queue.
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3.3 RuleMiner.mine rules()

In the class RuleMiner, which inherits from Lattice, the iterator mine rules()
relies on the closures provided by the previous iterator in the pipeline:

1: reserved rules = [ ]
2: for each closure from candidate closures() do
3: for each predecessor having high enough support so as to reach the con-

fidence threshold do
4: form a rule r with the predecessor as antecedent and the closure as

consequent
5: use it to revise the closure-based confidence boost threshold
6: if threshold decreased then
7: move from Lattice.freezer to Lattice.ready those closures whose sup-

port ratio now passes the new threshold
8: for each rule in reserved rules do
9: if its closure-based confidence boost threshold passes the threshold

then
10: yield it
11: else
12: keep it in reserved rules
13: end if
14: end for
15: end if
16: if the closure-based confidence boost of r passes the threshold then
17: yield r
18: else
19: keep it in reserved rules
20: end if
21: end for
22: end for

Each closure makes available an iterator over its predecessors in the closures
lattice (closed proper subsets), up to a given support level that we can specify
upon calling it. For instance, at the closure bcde, of support 3, and assuming
a confidence threshold of 0.6, we would explore predecessors be and cde, which
lead to rules be → cd and cde → b. The confidence boost has to be checked,
but part of the task is already made since the very fact that the closure bcde
arrived here implies that its support ratio is over the confidence boost threshold.
In this case, the support ratio of closure bcde is 3. We must test confidences with
smaller antecedents (see [6]). As the confidences of b → cd and e → cd are low
enough, the rule be → cd becomes indeed reported; cde → b does as well, after
checking how low the confidences of cd→ b and e→ b are.

The revision of the closure-based confidence boost threshold can be done
in a number of ways. The current implementation keeps computing the lift of
those rules whose antecedent is a singleton, as the condition on support ratio
ensures that, in this case, it will coincide with the confidence boost [6]; these lift
values enter a weighted average with the current threshold, and, if the average is
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sufficiently smaller, the threshold is decreased. Only a partial justification exists
so far for this choice.

When the threshold for confidence boost decreases, closures whose support
ratio was too low may become now high enough; thus, the freezer is explored and
closures whose support ratio is now above the new confidence boost threshold
are moved into the ready queue (lines 6 and 7), to be processed subsequently.

3.4 System

The main program simply traverses all rules, as obtained from the iterator
mine rules(), in the class RuleMiner:

1: for each rule in RuleMiner.mine rules() do
2: account for it
3: end for

What is to be done with each rule depends on the instructions from the user
interface, but usually we count how many of them are obtained and we write
them all on disk, maybe up to a fixed limit on the number of rules (that can
be modified by editing the source code). In this case, we report those of highest
closure-based confidence boost.

4 A Second Implementation

With a view to offering this system in a more widespread manner, we have de-
veloped a joint project with KNIME GmbH, a small company that develops the
open source data mining suite KNIME. This data mining suite is implemented
in Java. Hence, we have constructed a second implementation in Java.

However, the issue is not fully trivial because of two main reasons. The first
is that the notion of iterator in Java is different from that in Python, and is not
obtained from generators: the “yield” instruction, which saves the state of an
iteration at the time it is invoked, does not exist in Java, which simply declares
that hasNext() and next() methods must be made available: respectively, to
know whether there are more elements to process and to get the next element.
A second significative change is that the memory control to ensure that the list
of pending closures does not overflow has to be made in terms of the memory
management API of KNIME, and requires one extra loop to check whether the
decrease in memory usage was sufficient.

Therefore, we have to use the Iterator class to “copy”, to the extent possible,
the “yield” behavior, saving all necessary information to continue in queues and
lists. The three most affected methods for this issue are, of course, mine rules(),
candidate closures() and mine closures(). We describe here only mine rules().

In this case, a queue, called ready rules, is needed in order to store the
rules that are built from the current closure among the candidates and have
achieved the support, confidence, and confidence boost requirements. Rules that
do not clear these thresholds are stored in another queue, reserved rules, as in
the Python implementation. The code is shown next:
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1: reserved rules = empty queue of rules
2: ready rules = empty queue of rules
3: ready rules iterator = iterator for ready rules
4: while !ready rules iterator.hasNext() do
5: for each closure from candidate closures() do
6: for each predecessor having high enough support so as to reach the

confidence threshold do
7: form a rule r with the predecessor as antecedent and the closure as

consequent
8: use it to revise the threshold for the rule evaluation measure
9: if threshold decreased then

10: move from Lattice.freezer to Lattice.ready those closures whose
support ratio now passes the new threshold

11: for each rule in reserved rules do
12: if its rule measure passes the new threshold then
13: store it in ready rules
14: else
15: keep it in reserved rules
16: end if
17: end for
18: end if
19: if the rule measure of r passes the threshold then
20: store it in ready rules
21: else
22: keep it in reserved rules
23: end if
24: end for
25: end for
26: end while
27: return ready rules

In Lattices.candidate closures(), the candidate closures are likewise stored in
a list called cadidate closures list in order that mine rules method can obtain
them. The program is constructed in the same way as the one just described,
and is omitted here.

The last method that needs a change in the translation from Python to Java
and KNIME is clminer.mine closures(), and it consists of storing in a list called
max-support itemset list the candidate itemsets that obey the max-support re-
quirement, and of returning this list at the end of the method. In this case
iterators aren’t needed beacuse in this method is only required to store and
return the list, so next() and hastNext() methods are not used.

1: max-support itemset list = empty list of itemset
2: identify closures of singletons
3: organize them into a maxheap according to support
4: while heap nonempty do
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5: consider increasing the support threshold by monitoring the available
memory

6: if the support threshold must be raised then
7: kill from the heap pending closures of support below new threshold,

which is chosen so that the size of the heap halves
8: end if
9: pop from heap the max-support itemset and store it in max-support itemset list

10: try to extend it with all singleton closures
11: for such extensions with sufficient support do
12: if their closure is new then
13: add it to the heap
14: end if
15: end for
16: return max-support itemset list
17: end while

5 Conclusion

We have studied a variant of the basic association mining process. In our variant,
we try to avoid burdening the user with requests to fix threshold parameters.
We keep an internal support threshold and adjust it upwards whenever the
computation process shows that the system will be unable to run down to the
current threshold value. We tackle the problem of limiting the number of rules
through one specific rule measure, closure-based confidence boost, for which the
threshold is self-adjusted along the mining process. A minor detail is that for
full-confidence implications it is not difficult to see that closure-based confidence
boost is inappropriate, and plain confidence boost is to be used. Further details
about this issue will be given in future work.

The confidence boost constraint is pushed into the mining process through its
connection to the support ratio. Therefore, the closure miner has to coordinate
with processes that move upwards the support threshold, or downwards the
support ratio threshold.

Further study on the basis of our implementation is underway, and further
versions of our association miner, with hopefully faster algorithmics, will be
provided in the coming months. Another line of activity is as follows: granted
that our approach offers partial implications without user-defined parameters,
to what extent users that are not experts in data analysis are satisfied with the
results? Our research group explores that topic in a separate paper [12].

Additionally, we are aware of two independent works where an algorithm is
proposed to traverse the closure space in linear time [13], [14]; these algorithms
do not follow an order of decreasing support, and we find nontrivial to modify
them so that they fulfill this condition. Our research group is attempting at it,
as, if successful, faster implementations could be designed.
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8. Balcázar, J.L.: Parameter-free association rule mining with yacaree. In Khenchaf,
A., Poncelet, P., eds.: EGC. Volume RNTI-E-20 of Revue des Nouvelles Technolo-
gies de l’Information., Hermann-Éditions (2011) 251–254
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Abstract. Description logics are a family of logic-based formalisms used
to represent knowledge and reason on it. That knowledge, under the
form of concepts and relationships between them called terminological
axioms, is usually manually entered and used to describe objects in a
given domain. That operation being tiresome, we would like to automat-
ically learn those relationships from the set of instances using datamining
techniques. In this paper, we study association rules mining in the de-
scription logic EL. First, we characterize the set of all possible concepts
in a given EL language. Second, we use those characteristics to develop
an algorithm using formal concept analysis to mine the rules more effi-
ciently.

Keywords: Description Logic, Association Rules Mining, Ontology

1 Introduction

Ontologies are knowledge representation tools used in various domains of appli-
cation. The semantic web, for example, makes an extensive use of them. They
are essentially composed of a list of concepts relevant to a particular domain
and relations (mainly inclusion and equivalence, i.e. hierarchical relations) ex-
isting between them. Description Logics (DL) are increasingly popular logical
frameworks used to represent ontologies and on which is based the OWL1 lan-
guage for the semantic Web. They have a great representation power and allow
powerful reasoning tools. However, the construction of ontologies, usually per-
formed manually by knowledge engineers, is both a tedious and tricky operation.
One of the difficulties is to ensure the consistency and the completeness of the
set of relations between concepts. in order to facilitate this step, we propose to
automatize, at least partially, the process of relation generation.

Based on the lattice theory, Formal Concept Analysis (FCA) is a mathemat-
ical framework that also deals with concepts and their hierarchical relationships.
FCA provides solid theoretical foundations for association rule learning tools.

1 OWL is an acronym for Ontology Web Language, which is a W3C standard
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It therefore seems to be a good natural candidate for this task, i.e. for the au-
tomatic generation of relationships between concepts, from object descriptions,
i.e. from concept instances.

Despite differences between the use of the notion of concept in these two
formalisms, it would be interesting to combine them both and draw benefits
from their mutual advantages. This combination has already been investigated
and two main approaches exist. The first integrates operators of FCA to the
DL framework in order to be able to apply learning algorithms directly to a
knowledge base expressed in DL [4] [8], the second, which corresponds to our
present work, translates data from DL to a form comprehensible by FCA, in
other words, it interprets DL formalism within the lattice theory [2] [3] [7].

We claim that, by using the specific lattice structure of the set of concepts
of description logics, we will be able to modify classical FCA algorithms in
order to build complete and consistent sets of terminological axioms from object
descriptions given as assertions. This work, which constitutes a first attempt in
this direction, will make use of a simple description logic, which is EL. But, the
approach is not restricted to EL; it will certainly be possible to generalize it to
other DL, which will be investigated in further work.

Apart from the introduction and the conclusion, this paper is divided into
four parts. The first briefly recalls the usual definitions in both Description
Logics and Formal Concept Analysis, the second characterizes the structure of
the set of EL-concepts making use of the function Φ that is the set of subsets
of incomparable elements of a language, the third describes a simple association
rule learning algorithm that works within the set of EL-concepts previously
described. It then studies the properties of the set of terminological axioms that
it generates. The last part is dedicated to a brief example, which illustrates the
different notions presented in this paper.

2 Definitions and Recalls

2.1 Description Logics

Descriptions logics are decidable fragments of first-order logic used to represent
and reason on knowledge. Syntactically, every description logic language makes
use of a set of concept namesNC , a set of role namesNR and a set of object names
NO and combines them using constructors to build concept descriptions or, in
short, concepts. The set of constructors used defines the language’s expression
power and the complexity of its reasoning procedures. In this paper, we will
consider the logic EL. In it, every concept name is a concept description and, for
any concept descriptions A and B and any role r, AuB and ∃r.A are also concept
descriptions. Having only two constructors, this logic is one of the simplest.

Semantics are defined by means of interpretations. An interpretation is a pair
I = (∆I , .I) where ∆I is a set of objects called the domain and .I a function
mapping every concept name C to a subset CI of ∆I and every role name r
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to a binary relation rI ⊆ ∆I ×∆I . As such, concepts are defined by the set of
objects which belong to them.

An important notion in description logic systems is the subsumption relation
between concept descriptions. Given two concept descriptions C and D, we say
that D subsumes C (C v D) if the set of objects belonging to C is included in
the set of objects belonging to D (CI ⊆ DI) for all interpretations I. For a given
TBox T , we say that D subsumes C with respect to T (C vT D) if CI ⊆ DI

for every model of T . If C v D and D v C, it gives the definition C ≡ D.
Constructions such as C v D and C ≡ D expressing subsumption relations are
called terminological axioms.

For any given concept C, role r and object names o and o′, o : C and (o, o′) : r
are called assertional sentences. The constructions o : C means that the object
o belongs to the concept C and (o, o′) : r means that the object o′ fulfills the
role r for the object o.

A knowledge base consists of a TBox and an ABox. The TBox is constituted
of terminological axioms, which we try to learn in this paper, and concept defi-
nitions. The ABox is a set of assertional sentences and can be viewed as a set of
descriptions of objects.

2.2 Formal Concept Analysis

In formal concept analysis (FCA), we call formal context a triplet (O,A,R)
where O is a set of objects, A a set of attributes and R a binary relation between
objects and attributes. We say here that (o, a) ∈ R means that a describes o.

We have at our disposal two functions .′ such as

.′ : 2A 7→ 2O

A′ =
⋂

a∈A
{o ∈ O | (o, a) ∈ R} (1)

and

.′ : 2O 7→ 2A

O′ =
⋂

o∈O
{a ∈ A | (o, a) ∈ R} (2)

A′ is then the set of objects described by every attribute of A and O′ is the
set of attributes describing every object of O. If A ⊆ B, then B′ ⊆ A′ and if
O ⊆ P then P ′ ⊆ O′. As such, those two functions form a Galois Connection.

A formal concept is defined as a pair (E, I) ∈ AO × 2A where E = I ′

and I = E′. We say that E and I are closed. E and I are respectively called
the extent and the intent of the concept. In order to prevent confusion, formal
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concept will not be abbreviated and the term concept will be used exclusively
for DL-concepts.

We call FC(O,A,R) the set of formal concepts we can find in (O,A,R).
We can define an order < (a relation “is more general than”) on this set such
as (E, I) < (F, J) ⇔ (F ⊂ E and I ⊂ J) and the pair (FC(O,A,R), <)
satisfies the properties of a complete lattice. Such a lattice is called a concept
(or Galois) lattice. For example, for a formal context in which O = {a, b, c, d, e},
A = {1, 2, 3, 4, 5} and R = {(a, 2), (a, 4), (b, 3), (b, 5), (c, 1), (c, 2), (c, 4), (d, 2),
(d, 3), (e, 2), (e, 4)} we obtain the following concept lattice.

({},{1,2,3,4,5})

({c},{1,2,4}) ({b},{3,5}) ({d},{2,3})

({a,c,e},{2,4}) ({b,d},{3})

({a,b,c,d,e},{})

Fig. 1. A Concept Lattice

FCA allows us to find implications in the formal context which are ordered
pairs (B,C), often written B → C. An implication B → C holds in a context if
every object described by every attribute in B is also described by every attribute
in C.

Definition 1. We say that a set X ∈ A respects an implication B → C if
B ⊆ X implies C ⊆ X.

An implication B → C follows from a set of implications L if every X ∈ A
that respects every implication in L respects B → C. A set L of implications
is then called a basis if every implication in L holds in the context and every
implication that holds in the context follows from L.

It is a known fact that {X → X ′′ | X ⊆ A} is an implicational basis which
means that, in order to obtain a basis of minimal cardinality, we need only to
find implications whose right-hand side are concept intents. Finding suitable
left-hand side has thus been the subject of many works.

Definition 2. A set X ∈ A is a pseudo-intent of the context (O,A,R) if X is
not a concept intent and, for all pseudo-intent Y ⊂ X, Y ′′ ⊆ X.
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Definition 3. The set of implications {X → X ′′ | X is a pseudo-intent} is
called a Duquenne-Guigues Basis.

The Duquenne-Guigues Basis is the minimal set of implication from which
we can find every other implications that hold through inference.

3 The Set of Concept Descriptions

Before using an association rules learning algorithm, we will study the structure
of the set of concepts one can build with the description logic EL.

We will use Ω to denote the set of terminological axioms A v B in an acyclic
TBox T . NC = AC ∪DC will denote the set of concept names used in T with
AC the set of atomic concepts and DC the set of defined concepts, appearing in
the left hand side of definitions. The set of pairs (C1, C2) such as C1 ≡ C2 will
be called Def(T ). Ω induces a partial order on the set of equivalence classes of
concepts, noted NC≡ , used in axioms (if (x u y v z) ∈ Ω, we will consider there
is some d in DC such as d ≡ x u y). We will simply use b ≤ a for [a]≡ v [b]≡.
(NC≡ ,≤) is then a partially ordered set such as, for all x in NC , [>]≡ ≤ [x]≡.
For clarity purposes, we will now use CN0 to denote a set of concept names
containing a unique representative of each equivalence class together with the
order ≤. Obviously, CN0 is isomorphic to (NC≡ ,≤).

We are interested in the set of every possible concept we can construct with
NC , NR and the constructors u and ∃. Suppose there are two concepts A and
B such as A v B. This means that AI ⊆ BI so A uB ≡ A. Those two concept
descriptions being equivalent we consider they are the same and we do not want
to include both of them in the set of possible concepts. As such, we want the set
of concepts resulting from the conjunction of incomparable elements.

Definition 4. We call Φ(CN0) = {X ⊆ CN0 | x ∈ X ∧ y ∈ X ⇒ x||y} the set
of subsets of incomparable elements of CN0

We call Φ(CN0) the set of subsets of incomparable elements of CN0 and
uA the concept built from the conjunction of the elements of A. For any two
elements C,D ∈ Φ(CN0), we say that C ≤ D if and only if uD v uC. That
is, C ≤ D if and only if for every element c ∈ C there is some d ∈ D such
as c ≤ d. Evidently, Φ(CN0) is isomorphic to the set of ideals of CN0 ordered
by inclusion and its elements are the sets of maximal elements of those ideals.
Φ(CN0) is then a distributive lattice.

Proposition 1. For any two elements A,B ∈ Φ(CN0), A ∧ B = Max({x ∈
CN0 | ∃a ∈ A, ∃b ∈ B, x ≤ a & x ≤ b}) and A ∨B = Max(A ∪B).

u(A ∧ B) corresponds to the least common subsumer of uA and uB and
u(A ∨ B) to the most specific concept subsumed by uA and uB. They can be
easily computed from CN0.

Φ(CN0) being finite and distributive, for all A and B in Φ(CN0), there is a
least element X such as A∨X ≥ B called difference and noted B \A. It is equal
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to Max(↓ B\ ↓ A) where ↓ A is the set of elements lower or equal to elements
of A in CN0.

Proposition 2. For a given linear extension σ of CN0, the relation A B ⇔
B \A = Maxσ(B) defines a spanning tree of the covering graph of Φ(CN0).

The spanning tree gives us, for every element A ∈ Φ(CN0), a unique path
from {>} to A in which A B ⇒ A ≤ B.

Φ(CN0) is the set of different conjunctions of concept names based on the
subsumption relation. However, the TBox can also contain equivalences between
elements of Φ(CN0). If (A,B u C) ∈ Def(T ) then B ≤ A and C ≤ A in
CN0. In Φ(CN0), {A} is thus strictly greater than {B,C}. Those two concepts
being equivalent, every element greater or equal to {B,C} and lower than {A}
is considered redundant.

Definition 5. Φ(CN0)Def(T ) = Φ(CN0) \ {B | (A,B) ∈ Def(T )} is the set of
subsets of incomparable elements of CN0 without the elements corresponding to
right-hand sides of definitions of Φ(C,≤X)Def(T ) the TBox.

Proposition 3. For any two elements A,B ∈ Φ(CN0)Def(T ), A ∧B in
Φ(CN0)Def(T ) is equal to A ∧B in Φ(CN0).

Proposition 4. For all A and B in Φ(CN0)Def(T ), the difference A \ B in
Φ(CN0) is an element of Φ(CN0)Def(T ).

These operations on Φ(CN0)Def(T ) are thus the same than on Φ(CN0). The
differences appear when we try to compute the upper cover of an element D, i.e.
elements immediately greater than D. We call Cand – for candidate – the set of
minimal elements not lower than elements of D in CN0. In Φ(CN0), the upper
cover of D is then {Max(D∪ c) | c ∈ Cand}. In Φ(CN0)Def(T ), if there is some
(L,R) ∈ Def(T ) such as L ≥ Max(D ∪ c) ≥ R, c must be removed from the
list of candidates and L added if it is minimal in Cand \ c. In order to find the
elements following D in the spanning tree of Φ(CN0)Def(T ) induced by some σ
it would then be sufficient to remove the candidates c such as c ≤σ d for some d
in D. The algorithm is as follows :

Algorithm 1

Require: CNn, D
1: Cand = {c ∈ CNn | c ∈Min(CN0\ ↓ D) and ∀d ∈ D, c ≥σ d}
2: for each c ∈ Cand do
3: if ∃(L,R) ∈ Def(T ) such as L ≥Max(D ∪ c) ≥ R then
4: Cand = Min((Cand \ c) ∪ L)
5: end if
6: end for
7: Return {Max(D ∪ c) | c ∈ Cand}
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Now, Φ(CN0)Def(T ) is only the lattice of concepts built from a conjunction
of concept name without roles. However, it gives us informations on the struc-
ture of the set of role-concepts. We know that, for a given role r, A v B ⇒
∃r.A v ∃r.B. The partially ordered set of roles of a depth 1 is then isomorphic

to Φ(CN0)Def(T ). We use CN1
r to denote it. If CN1 = CN0

⋃|NR|
i=1 CN1

ri is the
set of both concept names and roles of depth 1 together with the partial order
induced by Ω, then Φ(CN1)Def(T ) is the lattice of concepts containing roles

up to a depth 1. Recursively, Φ(CNn)Def(T ) where CNn = CN0
⋃|NR|
i=1 CNn

ri
with CNn

ri isomorphic to Φ(CNn−1)Def(T ) is the set of every possible concept
descriptions up to an arbitrary role depth n.

4 Learning Axioms with Formal Concept Analysis

As we said previously, we take the approach of creating a formal context corre-
sponding to the DL-objects we want to manipulate. More precisely, we use the
formal context (O,A,R) where O is a set of objects, A = Φ(CNn)Def(T ) is the
set of every possible concept descriptions defined in Section 2.2 and R ⊆ O×A
is the relation associating objects to the most specific concept to which they
belong. In that respect, it is very similar to contexts from Logical Concept Anal-
ysis [5] or the work of Baader [1] which also deals with finding implications in
EL.

We re-define the following operators :

.′ : A 7→ 2O

X ′ = {o ∈ O | oRa⇒ X ≤ a} (3)

and

.′ : 2O 7→ A

O′ =
∧
{a ∈ A | o ∈ O ⇒ oRa} (4)

The first operator maps a concept description to the set of objects belonging
to it while the second is the generalization of the most specific concepts describing
the objects, which corresponds to the infimum in the lattice.

Now, if we want to get implications of the form X → X ′′ \ X, we cannot
use the set-theoretic difference directly. The difference B \A in the distributive
lattice defined in the previous section corresponds to the most general concept
whose conjunction with A would be more specific than B. It can also be seen
intuitively as the part of B not covered by A. Thus, in the remainder of this
work, we will use this definition of the difference.

By using the structure of Φ(CNn)Def(T ), we can enumerate concept descrip-
tions and get a set of implications by using the following algorithm :
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Algorithm 2

Require: CNn, σ
1: Open = {{>}}
2: for every minimal element X of minimal role depth in Open do
3: C = X ′′

4: if C 6= X then
5: Update CNn with X → C \X
6: Add elements following X in the spanning tree of Φ(CNn)def(T ) to Open
7: end if
8: end for

Beginning with {>}, the least element of Φ(CNn)def(T ), we classically com-
pute its closure. We then compute the closure of every element of Φ(CNn)def(T )

immediately greater than {>} and so on. Of course, an element of the upper
cover of D should not be considered if it contains an element that does not sub-
sume any description of elements of D′. As soon as X ′′ is different from X a
new implication is found and CNn is updated, adding a new element to DC if
necessary, and X becomes a closed set of the new Φ(CNn)def(T ).

For any minimal element X in Open, the elements of its lower cover are
closed sets. As such, for any Y ⊂ X, Y ′′ ⊆ X. If X 6= X ′′, X is a pseudo-intent.
Thus, by considering a minimal element of Open at every step of the algorithm,
we make sure we obtain the Duquenne-Guigues Basis of the original context. As
a new implication A → B changes the structure of the lattice for role concepts
we must select the minimal elements in ascending role-depth order.

As an element is added to NC for every AuB v C found and AuB becomes
a closed element of the new Φ(CNn)def(T ), the algorithm terminates with CNn

isomorphic to the concept lattice of the formal context minus the maximal formal
concept.

The method we propose in this paper is similar to the one presented by
Rudolph in [6]. However, we feel some important differences must be pointed
out. First, our algorithm immediately considers all concepts up to the maximum
role depth instead of using a different learning phase for each depth. Second,
new implications are immediately included in the background knowledge. We
believe this is especially important for axioms of the form A v B u ∃r.C where
A v B would be found a first time before the step including roles.

5 Example

In our example, NC = {Man, Woman, Father, Mother, Parent, GrandFather,
GrandMother} and NR = {hasChild}. Moreover, we know that

Motherv Woman u Parent

We consider the following set of objects described by concept descriptions
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Bob : Man u Father u Parent u ∃hasChild.Man
Bill : Man
Benjamin : Man u GrandFather u Father u Parent ∃hasChild.(Man u Father u Parent)
Bertrand : Man u GrandFather u Father u Parent u ∃hasChild.(Mother u Parent)
Bernard : Man u Father u Parent u ∃hasChild.Woman
Clara : Mother u ∃hasChild.Woman
Coralie : Mother u GrandMother u ∃hasChild.(Man u Father u Parent)
Claire : Mother u GrandMother u ∃hasChild.(Mother u Parent)
Chloe : Woman

Initially, Open = {>} and CNn is as follows :

>

Father Woman GrandMother Parent ∃hasChild.> GrandFather Man

Mother
... ...

Fig. 2. CNn at Step 0 (irrelevant role-concepts omitted)

>′′ = ∅ so there is no new implication.

Open = {Woman, Father, GrandMother, Parent, ∃hasChild.>, GrandFather,
Man}

Woman′′ = ∅ so there is no new implication.

Open = {Father, GrandMother, Parent, ∃hasChild.>, GrandFather, Man,
Mother, {Woman, Father}, {Woman, GrandMother}, {Woman, Parent}, {Woman,
∃hasChild.>}, {Woman, GrandFather}, {Woman, Man}}

Father′′ ={Father, Man, Parent, ∃hasChild.>} so The implication Father →
{Man, Parent, ∃hasChild.>} is added.

CNn is then updated.
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>

Woman GrandMother Parent Man ∃hasChild.> GrandFather

Mother Father
... ...

Fig. 3. CNn at Step 3 (irrelevant role-concepts omitted)

Open = {GrandMother, Parent, ∃hasChild.>, GrandFather, Man, Mother,
{Woman, Father}, {Woman, GrandMother}, {Woman, Parent}, {Woman, ∃hasChild.>},
{Woman, GrandFather}, {Woman, Man}, {Father, GrandMother}, {Father, Grand-
Father}, {Father, ∃hasChild.Parent}, {Father, ∃hasChild.Woman}, {Father, ∃hasChild.Man}}

Others implications are then found for GrandMother, Parent, ∃hasChild.>,
{Woman, Parent}, GrandFather, {Father, ∃hasChild.Parent}, {Man, Parent},
{Mother, ∃hasChild.Parent}, {Father, ∃hasChild.Parent}. The algorithm termi-
nates with CNn in the following state.

>

Woman Parent Man

Mother ∃hasChild.Parent Father

GrandMother GrandFather

Fig. 4. CNn at the end of the algorithm (irrelevant role-concepts omitted)

Note that ∃hasChild.> does not appear in CNn because it has been found
equivalent to Parent.

The following terminological axioms have been found :

Father ≡ Parent u Man
Mother ≡ Parent u Woman

GrandMother ≡ Mother u ∃hasChild.Parent
GrandFather ≡ Father u ∃hasChild.Parent

∃hasChild.> ≡ Parent
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6 Conclusion

As mentionned in the introduction, this research aims at completing the TBox
with terminological axioms learned from assertions contained in an ABox. Our
approach translates data from DL formalism, that is instances of the ABox,
to a form homogeneous to FCA, i.e. to lattices. More precisely, by using the
lattice structure of the set of concepts of description logics, we modify classical
FCA algorithms in order to build complete and consistent sets of terminological
axioms from object descriptions given as assertions.

In this paper, we have restricted our approach to EL. We have shown that
the set of EL-concept descriptions, ordered by the subsumption relation, is iso-
morphic to a certain subset – that depends on the definitions of the TBox –
of the lattice of ideals of the partially ordered set of equivalence classes built
on the union of concept names and role concepts. We then proposed a simple
algorithm exploiting this structure to learn terminological axioms from exam-
ples. Every implication found in the data is added to the TBox. We can easily
make this algorithm interactive. More precisely, it is possible to change it into
an attribute exploration-like algorithm in which experts are asked about each
axiom and may give counterexamples. In this work, we dealt with description
logic EL but the main idea of considering sets of incomparable concepts names
is also valid for DLs with the concept ⊥ or the constructor ∀. However, it no
longer works with constructors such as the negation because it adds new con-
straints between concept names. More complex DL languages will be the subject
of future investigations on our part.
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Abstract. A collection of sets on a ground set Un (Un denotes the set
{1, 2, ..., n}) closed under intersection and containing Un is known as a
Moore family. The set of Moore families for a �xed n is in bijection
with the set of Moore co-families (union-closed families containing the
empty set) denoted Mn. In this paper, we show that the set Mn can be
endowed with the quotient partition associated with some operator h.
This operator h is the main concept underlying a recursive description
of Mn. By this way each class of the partition contains all the families
which have the same image by h. Then we prove some structural results
linking any Moore co-family to its image by h. From these results we
derive an algorithm which computes e�ciently the image by h of any
given Moore co-family.

Key words: Moore co-families, Formal Concept Analysis, lattices
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Abstract. Modelling positive and negative knowledge has a long-stand-
ing tradition in Formal Concept Analysis. To approximate concepts we
propose a tool-based set theoretic partial approximation framework in
which positive features and their negative counterparts of observed ob-
jects can be approximated simultaneously.

Key words: Concept approximation, positive-negative knowledge, rough
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1 Introduction

Modelling of learning from positive and negative examples has a long-standing
tradition in machine learning, for a brief historical survey see, e.g. [16]. A possible
model in terms of Formal Concept Analysis was described in [10, 15].

The idea of knowing negatively was introduced explicitly by M. Minsky in
[19]. Negative knowledge has a number of beneficial effects in professional con-
texts which are discussed in detailed, e.g. in [12, 19]. The adjectives ‘positive’ and
‘negative’ do not imply a valuation per se. ‘Positive’ knowledge is not good, ad-
vantageous or benign, whereas ‘negative’ knowledge is not bad, disadvantageous
or malign in and of itself.

Both positive and negative knowledge have procedural [19] and declarative
aspects [23]. A procedural aspect of positive and negative knowledge can be para-
phrased as ‘to know what to do’ and ‘to know what not to do’ resp., whereas a
declarative aspect as ‘to know what one knows’ and ‘to know what one does not
know’ resp. In addition, both positive and negative knowledge have two different
degrees of knowing or not-knowing. Positive knowledge is informed (uninformed)
when one is (not) aware of his/her own relevant knowledge. Negative knowledge
is informed (uninformed) when one is (not) aware of his/her own lack of rele-
vant knowledge. Our discussion deals with the declarative aspect of positive and
negative knowledge and informed way of knowing/not-knowing.
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In our approach, first, we consider a class of objects which is modelled as
an abstract set, called the universe of discourse. We assume that a concept is
defined over the universe as a subset. In real life the concepts are usually ex-
pressed in natural language and so their exact definition cannot be given. The
concept approximation is a fundamental problem in artificial intelligence in order
to be able to solve real-world problems [17, 22, 31]. A possible way to approx-
imate concepts is to induce their approximations from available experimental
(observed, measured) data which is also modelled as subsets over the universe
[29–31]. Concepts are generally rough, whereas measurements are always crisp.

It is also assumed that we have some well-defined, decidable features with
which an observed object possesses or not. These features assign crisp subsets
within the universe. In other words, we model an object of interest as a member
of an abstract set, called the universe, and its property ‘it possesses a feature’
as ‘it is the element of a crisp subset of the universe’.

In practice, a concept, of course, cannot be specified completely over the
universe. Instead, two relevant sample groups of objects can be established de-
termined by our currently available and necessarily constrained knowledge: a
group of which members characteristically possess some features concerning the
concept in question, and another group of which members do not substantially
possess the same features. Both groups correspond two crisp subsets of the uni-
verse. They are disjoint, and, in general, the union of them does not add up
to the whole universe. For obvious reasons, the former can be marked with the
adjective positive and called the positive sample set, whereas the latter with
negative and called the negative sample set.

Moreover, in real life, a feature of objects cannot be observed directly as well.
We need tools at our disposal with which we are able to measure one or more
constituents of a feature which are called properties. For instance, let us say that
we observe velocity (feature) of cars (objects). Velocity is a vector quantity with
speed and direction. They are two properties of velocity which can be measured
simultaneously and both of them can be expressed numerically. And so, a car
is modelled as a member of an abstract set, the universe, and its velocity as it
is a member of intersection of two subsets of cars with given speed and given
direction (tools) which were measured at the same time.

It is assumed that we are able to judge easily and unambiguously whether
an object possesses a property ascertained by a tool or not. It is expected that
tools can be used simply and quickly. The objects classified by a tool can be
modelled as a crisp subset of the universe. With a slight abuse of terminology,
this subset is also simply called tool.

Different tools form different subsets, but they are not necessarily disjoint.
Intersections of not disjoint tools are also viewed as tools. The complement of a
tool is not necessarily a tool at the same time. In practice, there are properties
which can be measured but their counterparts cannot. For instance, a given
disease can be diagnosed but the health cannot be measured. These significant
facts confirm the partial nature of our approach.
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Let us distinguish two types of tools: positive and negative ones. It is a natural
assumption that a subset cannot be positive and negative tool simultaneously.

To manage the problem outlined above we need an approximation framework.
It may be built on the rough set theory because it provides a powerful foundation
to reveal and discover important structures in data and classify complex objects
[27, 28]. The rough set theory was introduced by the Polish mathematician, Z.
Pawlak in the early 1980s [24, 25]. It can be seen as a new mathematical approach
to vagueness [14]. According to Pawlak’s idea, the vagueness of a subset within
the universe U is defined by the difference of its upper and lower approximations
with respect to a partition of U . Using partitions, however, is a very strict
requirement. Our starting point is an arbitrary family of subsets of U which
does not cover the universe necessarily. The lower and upper approximations
are straightforward point-free generalizations of Pawlak’s ones [2–6]. We apply
them to build a set theoretic tool-based partial approximation framework in which
positive features and their negative counterparts of any clump of observed objects
can be approximated simultaneously.

The rest of the paper is organized as follows. Section 2 sums up the most im-
portant features of rough set theory and partial approximation spaces. Classical
rough set theory and formal concept analysis use similar structures to represent
information which is briefly described in Section 3. In Section 4 we will propose a
tool-based set theoretical framework for concept approximation based on partial
approximation spaces. Its main notions are illustrated in Section 5. Finally, in
Section 6, we conclude the paper.

2 Partial Approximation of Sets

First, we summarize the most important concepts and properties of rough set
theory [13, 25]. Let U be a nonempty set and ε be an equivalence relation on U .
Let U/ε denote the partition of U generated by ε. Members of the partition are
called ε-elementary sets. X ⊆ U is ε-definable, if it is a union of ε-elementary
sets, otherwise ε-undefinable. By definition, the empty set is considered to be an
ε-definable set.

The pair 〈U, ε〉 is called a Pawlakean approximation space. The lower and
upper ε-approximations of X ⊆ U can be defined as follows.

The lower ε-approximation of X is3

ε(X) =
⋃
{Y | Y ∈ U/ε, Y ⊆ X},

and the upper ε-approximation of X is

ε(X) =
⋃
{Y | Y ∈ U/ε, Y ∩X 6= ∅}.

The set Bε(X) = ε(X)\ε(X) is the ε-boundary of X. X is ε-crisp, if Bε(X) =
∅, otherwise X is ε-rough.

3 If A ⊆ 2U , we define
⋃

A = {x | ∃A ∈ A(x ∈ A)}, and
⋂

A = {x | ∀A ∈ A(x ∈ A)}.
If A is an empty family of sets,

⋃ ∅ = ∅ and
⋂ ∅ = U .
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Let DU/ε denote the family of ε-definable subsets of U . Clearly, ε(X), ε(X) ∈
DU/ε, and the maps ε, ε : 2U → DU/ε are monotone, total and many-to-one. It
can easily be seen ([25], Proposition 2.2, points 1, 9, 10) that the map ε is
contractive and ε is extensive, i.e. ∀X ∈ 2U (ε(X) ⊆ X ⊆ ε(X)). In other words,
X is bounded by its lower and upper approximations.

Now, let us turn to the theory of partial approximation of sets [2, 4, 5]. Its
most fundamental notion is the base system.

Definition 1. Let B ⊆ 2U be a nonempty family of nonempty subsets of U .
B is called the base system, its members are the B-sets.

An extension of the base system is specified by the next definition.

Definition 2. A nonempty subset X ⊆ U is B-definable if there exists a family
of sets D ⊆ B in such a way that X =

⋃
D, otherwise X is B-undefinable.

The empty set is considered to be a B-definable set.
Let DB denote the family of B-definable sets of U .

Note that neither the base system B nor DB covers the universe necessarily.
Let us define the lower and upper approximations of sets based on partial

covering of the universe.

Definition 3. Let B ⊆ 2U be a base system and X be any subset of U .
The lower B-approximation of X (Fig. 1) is

C[B(X) =
⋃
{Y | Y ∈ B, Y ∩X = Y },

the upper B-approximation of X (Fig. 2) is

C]B(X) =
⋃
{Y | Y ∈ B, Y ∩X 6= ∅}.

Remark 1. In Definition 3, the members of the base system may be seen as the
elements of the lattice 2U , and instead of set theoretic operations may be used
lattice operations. In this way, point-free generalizations of Pawlakean lower and
upper approximations can be obtained.

Clearly, C[B(X),C]B(X) ∈ DB, and the maps C[B,C]B : 2U → DB are total,
monotone and in general many-to-one.

Fig. 1. Lower Fig. 2. Upper Fig. 3. Lower and

approximation approximation upper approximations
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Proposition 1 ([6], Proposition 4.8). Let B ⊆ 2U be a base system. Then

1. ∀X ∈ 2U (C[B(X) ⊆ C]B(X));
2. ∀X ∈ 2U (C[B(X) ⊆ X)—that is, C[B is contractive;

3. ∀X ∈ 2U (X ⊆ C]B(X)) if and only if
⋃
B = U—that is, C]B is extensive if

and only if B covers the universe.

Using the previous notations, the notion of the partial approximation space
can be introduced.

Definition 4. The ordered quadruple 〈U,DB,C[B,C]B〉 is called the (weak) par-
tial B-approximation space.

Let (P,≤P ) and (Q,≤Q) be two posets.

Definition 5. The pair of maps f : P → Q and g : Q → P forms a (regular)
Galois connection between P and Q, in notation G(P, f, g,Q), if

∀p ∈ P ∀q ∈ Q (f(p) ≤Q q ⇔ p ≤P g(q)).

If P = Q, G(P, f, g, P ) is called a Galois connection on P .

Remark 2. Here we adopted the definition of Galois connection in which the
maps are monotone. It is also called monotone or covariant form. For more
details on Galois connections, see, e.g. [8]. Note that since Galois connections
are not necessarily symmetric, the order of the maps is important.

It is well known fact ([13], Proposition 138) that upper and lower ε-approx-
imations form a Galois connection G(2U , ε, ε, 2U ) on (2U ,⊆). Next theorem
shows the conditions under which upper and lower B-approximations also form
a Galois connection.

Theorem 1 ([6], Theorem 4.14). Let 〈U,B,C[B,C]B〉 be a partial B-approxi-
mation space. The upper and lower B-approximations form a Galois connection
G(2U ,C]B,C[B, 2U ) on (2U ,⊆) if and only if the base system B is a partition of
U .

According to Proposition 1, point 3, X ⊆ C]B(X) if and only if the base
system B covers the universe.

Definition 6. A subset X ⊆ U is B-approximatable if X ⊆ C]B(X), otherwise
it is said that X has a B-approximation gap.

A B-approximation gap may be interpreted so that our knowledge about the
universe encoded in the base system is incomplete and not enough to approxi-
mate X.

Definition 7. Let 〈2U ,DB,C[B,C]B〉 be a partial B-approximation space, and
X be any subset of U .

The partial upper B-approximation of X is

∂C]B(X) =

{
C]B(X), if X is B-approximatable;
undefined, otherwise.

(1)
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There exists at least one nonempty B ∈ B B-set by Definition 2. Then
B ⊆ C]B(B) according to Definition 3. Hence, ∂C]B is defined on at least one
nonempty subset of U .

Notice that C[B(X) ⊆ X ⊆ ∂C]B(X) holds provided X is B-approximatable.
As Theorem 1 shows, the upper and lower B-approximations form a Galois

connection on (2U ,⊆) if and only if the base system B is a partition of U . The
question naturally arises whether the Galois connection could be generalized
so that the maps ∂C]B and C[B may form a Galois connection in any sense.
Moreover, if the answer is yes, then what conditions have to be fulfilled by a
partial B-approximation space so that ∂C]B and C[B form a Galois connection of

this special type. Recall that C[B is a total and ∂C]B is a partial map on 2U .
To answer this question, first of all, we need a suitable modified notion of

Galois connections.

Definition 8 ([18], Definition 2.2.2). The pair of maps f : P → Q and
g : Q → P forms a partial Galois connection between P and Q, denoted by
∂G(P, ∂f, g,Q), if

1. f : P → Q is a monotone partial map,
2. g : Q→ P is a monotone total map,
3. f(g(q)) exists for all q ∈ Q, and
4. ∀p ∈ P and ∀q ∈ Q such that f(p) is defined, f(p) ≤Q q ⇔ p ≤P g(q).

Remark 3. In [18], A. Miné actually introduced the concept of F-partial Galois
connection ∂G(P, ∂f, g,Q) between the concrete domain P and the abstract
domain Q, where F is a set of concrete operators. We apply this notion in the
simplest form when P = Q = 2U and F = ∅. It is allowed by Miné’s definition.

Theorem 2 ([6], Theorem 4.22). Let 〈U,B,C[B,C]B〉 be a partial B-approxi-
mation space.

The partial upper B-approximation and the lower B-approximation form a
partial Galois connection ∂G(2U , ∂C]B,C[B, 2U ) on (2U ,⊆) if and only if the B-
sets are pairwise disjoint.

A natural question is how we can form a base system from an arbitrary one
of which members are pairwise disjoint. In practice, this problem can be reduced
to finite base systems. A possible way to construct such a base system is the
following.

First, let us form an intersection structure from an arbitrary finite base
system. Formally, a nonempty family S ⊆ 2U is an intersection structure if
∀S′( 6= ∅) ⊆ S (

⋂
S′ ∈ S), i.e. it is closed under intersection but does not

contain U necessarily [7].
Let us take an arbitrary finite base system B and create its intersection

structure IS(B) as the smallest set which satisfies the following two properties:

1. B ⊆ IS(B).
2. If B′ ⊆ IS(B), then

⋂
B′ ∈ IS(B).
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Having given the intersection structure IS(B), we can create a family of sets
ISΠ(B) of which members are pairwise disjoint. ISΠ(B) is the smallest family
of sets which satisfies the following property:

If u ∈ U and B′ = {B : B ∈ B ∧ u ∈ B}, then
⋂
B′ ∈ ISΠ(B).

3 Rough Set Theory and Formal Concept Analysis

Let G and M denote a set of objects and a finite set of attributes, respectively.
Note that the formal concept analysis allows that G and M to be empty sets,
but the rough set theory does not.

3.1 Information Systems

First, we reformulate the rough set theory [9, 24]. Let S = 〈G,M, Vm∈M , f〉 be
an information system, where G and M as before, Vm is a nonempty set of values
of attribute m ∈M , and f : G×M → V =

⋃
m∈M Vm is an information function

with ∀g ∈ G∀m ∈ M (f(g,m) ∈ Vm). Informally, f(g,m) represents the value
which object g takes at attribute m.

The information system is often represented by a table, as shown in Table 1.
It is an information table containing a shortened student grade history from an
information technology course held for hospital nurses at the Faculty of Health,
University of Debrecen. It contains 20 students and their results in three home-
work assignments, and one final examination.

Table 1. Information system Table 2. Information system

of a shortened student grade history of a shortened student grade history

(complete) (partial)

Student Hw1 Hw2 Hw3

Final 

exam

S 1 1 1 1 1

S 2 1 1 2 2

S 3 1 1 1 1

S 4 1 2 1 1

S 5 1 1 1 1

S 6 1 1 2 1

S 7 4 1 3 1

S 8 2 4 1 2

S 9 1 3 1 2

S 10 1 1 3 1

S 11 2 1 1 2

S 12 1 1 1 1

S 13 1 2 1 1

S 14 1 1 2 3

S 15 4 3 3 4

S 16 2 1 1 4

S 17 2 2 2 4

S 18 4 4 3 3

S 19 4 3 3 2

S 20 4 4 3 4

Student Hw1 Hw2 Hw3

Final 

exam

S 1 1 1 1 1

S 2 1 1 2 2

S 3 1 1 1 1

S 4 2 1

S 5 1 1 1 1

S 6 1 1 2 1

S 7 1 3 1

S 8 2 4 1 2

S 9 1 3 1 2

S 10 1 1 3 1

S 11 2 1 1 2

S 12 1 1 1 1

S 13 1 2 1 1

S 14 1 1 2 3

S 15 4 3 3 4

S 16 2 1 1 4

S 17 4

S 18 4 4 3 3

S 19 4 3 3 2

S 20 4 4 3 4
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With each N ⊆M we associate an equivalence relation EN ⊆ G×G by

(g1, g2) ∈ EN if ∀n ∈ N (f(g1, n) = f(g2, n)).

If g ∈ G, then [g]EN
is the equivalence class of EN containing g. Let G/N denote

the set of equivalence classes generated by EN .
A concept X ⊆ G is EN -definable or EN -exact if X is a union of some

equivalence classes, otherwise X is EN -undefinable or EN -inexact.
Lower and upper EN -approximations of X are:

EN (X) =
⋃
{[g]EN

∈ G/N | [g]EN
⊆ X},

EN (X) =
⋃
{[g]EN

∈ G/N | [g]EN
∩X 6= ∅}.

3.2 Formal Context

In formal concept analysis a formal context is a triple 〈G,M,R〉 [11], where G
and M as above and R ⊆ G×M is a binary relation. Choosing

∀m ∈M (Vm = {0, 1}) and f(g,m) =

{
1, if (g,m) ∈ R;
0, otherwise

,

we may transform information systems into formal contexts. For instance, Table
3 shows a formal context representation of the same example shown in Table 1.

Table 3. Formal context Table 4. Incomplete formal context

of a shortened student grade history of a shortened student grade history

Final 

Student 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 exam

S 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 2 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 2

S 3 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 4 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1

S 5 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 6 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1

S 7 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 1

S 8 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 2

S 9 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 2

S 10 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1

S 11 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 2

S 12 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 13 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1

S 14 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 3

S 15 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 4

S 16 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 4

S 17 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 4

S 18 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 3

S 19 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 2

S20 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 4

Homework1 Homework2 Homework3

S20 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 4

Final 

Student 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 exam

S 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 2 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 2

S 3      1 0 0 0 0      1

S 4 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1

S 5 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 6 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1

S 7      1 0 0 0 0 0 0 1 0 0 1

S 8 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 2

S 9 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 2

S 10 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1

S 11 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 2

S 12 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

S 13 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1

S 14 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 3

S 15 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 4

S 16 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 4

S 17                4

S 18 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 3

S 19 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 2

S 20 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 4

Homework3Homework1 Homework2

S 20 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 4
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Given the formal context 〈G,M,R〉 we define

AB = {m ∈M | ∀g ∈ A ((g,m) ∈ R)}, for A ⊆ G,

BC = {g ∈ G | ∀m ∈ B((g,m) ∈ R)}, for B ⊆M,

called the polars of A, B, respectively [26].
Informally, AB is the set of attributes common to all the objects in A, BC is

the set of all objects which possess all of the attributes in B.
Given A ⊆ G and B ⊆ M we have A× B ⊆ R ⇔ A ⊆ BC ⇔ AB ⊇ B. The

pair (A,B) is called a formal concept if

A = BC and AB = B.

Formal concepts are usually ordered by inclusion on the first co-ordinate
and/or reverse inclusion on the second:

(A1, B1) � (A2, B2)⇔ A1 ⊆ A2 and B1 ⊇ B2 ⇔ A1 ⊆ A2 ⇔ B1 ⊇ B2.

Formal concepts with this ordering form a concept hierarchy for the context
〈G,M,R〉 and denoted by B(G,M,R). The fundamental theorem of formal con-
cept analysis states that B(G,M,R) with the ordering � is a complete lattice
called the concept lattice [11].

4 A Tool-Based Set Theoretic Approximation Framework

Let U be any nonempty set. Let A+, A− ⊆ U be two nonempty subsets of U in
such a way that A+ ∩ A− = ∅. A+ and A− are called the positive and negative
reference set, respectively. The adjectives positive and negative claim nothing
else but that the sets A+ and A− are well separated.

In general, the constraint A+ ∩ A− = ∅ is the only requirement for A+ and
A−. Of course, additional relations between them may be supposed.

Furthermore, let T+ and T− ⊆ 2U be two nonempty finite families of subsets
of U . The members of T+ are called positive or T+-tools, whereas the members
of T− are called negative or T−-tools.

Requirements for positive and negatives tools are the following:

(T1) For each subset T+ ∈ T+ (resp., T− ∈ T−) it is easy to decide whether
an element of U belongs to T+ (resp., T−) or not.

(T2) Sets in T+ are not necessarily pairwise disjoint, neither are those in T−.
(T3) T+ ∩ T− = ∅.
(T4) Neither

⋃
T+ nor

⋃
T− covers U necessarily.

(T5) It is assumed that

∀T+
1 , T+

2 ∈ T+ (T+
1 ∩ T+

2 ∈ T+), and ∀T−1 , T−2 ∈ T− (T−1 ∩ T−2 ∈ T−),

i.e. the T+ and T− are closed under intersection.
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Positive (resp., negative) tools provide an opportunity to locate or approxi-
mate the positive (resp., negative) reference set. Positive and negative tools
together also yield useful information about the reference sets. To do this, we
can use the following three partial approximation spaces relaying on T+ and T−:

〈U,DT+ ,C[T+ ,C
]
T+〉, 〈U,DT− ,C[T− ,C

]
T−〉, 〈U,DT+∪T− ,C[T+∪T− ,C

]
T+∪T−〉.

Within these spaces, any clump of observed objects can be approximated
with the help of the lower and upper T+(T−-,T+ ∪ T−-)-approximations.

5 An Illustrative Example

To illustrate our framework let us see a simple example. We want to approxi-
mately estimate the achievement of students and their results in the final ex-
amination in higher education [20, 21]. We have at our disposal an information
table (Table 5) containing the student grade history (5 = excellent, 4 = good, 3
= fair, 2 = pass, 1 = fail).

Table 5. Information table with student grade history

Student Hw1 Hw2 Hw3

Final 

exam

S 1 1 1 1 1

S 2 1 1 2 2

S 3 1 1 1 1

S 4 1 2 1 1

S 5 1 1 1 1

S 6 1 1 2 1

S 7 4 1 3 1

S 8 2 4 1 2

S 9 1 3 1 2

S 10 1 1 3 1

S 11 2 1 1 2

S 12 1 1 1 1

S 13 1 2 1 1

S 14 1 1 2 3

S 15 4 3 3 4

S 16 2 1 1 4

S 17 2 2 2 4

S 18 4 4 3 3

S 19 4 3 3 2

S 20 4 4 3 4

Positive tools:

T+
Hw1=4 = {S7, S15, S18, S19, S20}

T+
Hw2=4 = {S8, S18, S20}

T+
Hw1=4∧Hw2=4 = {S18, S20}

Negative tools:

T−Hw1=1 =

{S1, S2, S3, S4, S5, S6, S9, S10, S12, S13, S14}
T−Hw2=1 =

{S1, S2, S3, S5, S6, S7, S10, S11, S12, S14, S16}
T−Hw3=1 =

{S1, S3, S4, S5, S8, S9, S11, S12, S13, S16}
T−Hw1=1∧Hw2=1 =

{S1, S2, S3, S5, S6, S10, S12, S14}
T−Hw1=1∧Hw3=1 = {S1, S3, S4, S5, S9, S12, S13}
T−Hw1=2∧Hw3=1 = {S1, S3, S5, S11, S12, S16}
T−Hw1=1∧Hw2=1∧Hw3=1 = {S1, S3, S5, S12}

Of course, there is no way to accurately measure the achievement of students
and their success or failure on the final exam. Moreover, students cannot exactly
appreciate ‘what they know’ or ‘what they do not know’. However, with the
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apparatus of partial approximation spaces, we can analyze student grade history
contained in Table 5 in order to understand how the results in assignments
approximately relate to success or failure on the final exam.

For the sake of simplicity, students’ success and failure on homework assign-
ments or the final exam are measured by grade 4 and grade 1, respectively. Based
on these prerequisites, the positive tools (Fig. 4) and negative tools (Fig. 5) are
the following (see also Table 5):

T+ = {T+
Hw1=4, T

+
Hw2=4, T

+
Hw1=4∧Hw2=4},

T− = {T−Hw1=1, T
−
Hw2=1, T

−
Hw3=1, T

−
Hw1=1∧Hw2=1, T

−
Hw1=1∧Hw3=1,

T−Hw1=2∧Hw3=1, T
−
Hw1=1∧Hw2=1∧Hw3=1}

U

S8

T
+

Hw2=4

S18

S20

T
+

Hw1=4

S19
S15

S17

S16

S1 S3

S12S11

S5

S14

S6

S10

S2

S7 S4

S9

S13

U

S1

S14

S3 S12

S4
S13S9

S6

S10

S2

S7

S16S11

T
¡

Hw1=1

S5

T
¡

Hw2=1

T
¡

Hw3=1

S15S17 S18 S19 S20

S8

Fig. 4. Positive tools (homework = 4). Fig. 5. Negative tools (homework = 1).
〈U,DT+ ,C[

T+ ,C
]

T+〉 partial 〈U,DT− ,C[
T− ,C]

T−〉 partial

approximation space approximation space

Students who have successful final exams can be evaluated with both positive
and negative tools (Fig. 6, Fig. 7):

– C[T+(XFinal exam=4) = ∅
Informally: there is no combination of successful homework in which case
the final exam surely succeeds.

– C]T+(XFinal exam=4) = T+
Hw1=4 ∪ T+

Hw2=4 ∪ T+
Hw1=4∧Hw2=4

Informally: if one of the Homework 1, 2 or both of the two succeed, the final
exam possibly succeeds.

– C[T−(XFinal exam=4) = ∅
Informally: there is no combination of failed homework in which case the
final exam surely succeeds.

– C]T−(XFinal exam=4) = T−Hw3=1

Informally: if the Homework 3 fails, the final exam may succeed.
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U

S8

T
+

Hw2=4

S18

S20

T
+

Hw1=4

S19
S15

S17

S16

S1 S3

S12S11

S5

S14

S6

S10

S2

S7 S4

S9

XFinal exam=4

S13

U

S1

S14

S3 S12

S4
S13S9

S6

S10

S2

S7

S16S11

T
¡

Hw1=1

S5

T
¡

Hw2=1

T
¡

Hw3=1

S15

S17

S18 S19

S20

S8

XFinal exam=4

Fig. 6. Evaluation of successful final Fig. 7. Evaluation of successful final

exams with positive tools exams with negative tools

Students who have failed their final exams can also be evaluated with both
positive and negative tools (Fig. 8, Fig. 9):

– C[T+(XFinal exam=1) = ∅
Informally: there is no combination of successful homework in which case
the final exam surely fails.

– C]T+(XFinal exam=1) = T+
Hw1=4

Informally: if the only Homework 1 succeeds, the final exam possibly fails
(because, e.g., Homework 1 is the simplest part of the course).

– C[T−(XFinal exam=1) = T−Hw1=1∧Hw2=1∧Hw3=1

Informally: If all homework fail, the final exam surely fails.
– C]T−(XFinal exam=1) =

⋃
T−

Informally: if at least one homework fails, the final exam possibly fails.

U

S8

T
+

Hw2=4

S18

S20

T
+

Hw1=4

S19

S15

S17

S16S1 S3

S12

S11

S5

S14

S6

S10

S2

S7

S4

S9

XFinal exam=1

S13

U

S1

S14

S3 S12

S4
S13S9

S6

S10

S2

S7

S16S11

T
¡

Hw1=1

S5

T
¡

Hw2=1

T
¡

Hw3=1

S15S17 S18 S19 S20

S8

XFinal exam=1

Fig. 8. Evaluation of failed final exams Fig. 9. Evaluation of failed final exams

with positive tools with negative tools
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Evaluations can also be carried out over positive and negative tools together:

– C[T+∪T−(XFinal exam=4) = ∅ (see Fig. 10) informally means that there is no
combination of successful or failed homework in which case the final exam
surely succeeds.

– C]T+∪T−(XFinal exam=4) (see Fig. 10) informally means that if one of the
Homework 1, 2 or both of the two succeed, in addition, even if one of the
Homework 1, 3 or both of the two fail, then the final exam possibly succeed.

– C[T+∪T−(XFinal exam=1) (see Fig. 11) informally means that if at least one
homework fails, the final exam surely fails.

– C]T+∪T−(XFinal exam=1) (see Fig. 11) informally means that if at least one
homework fails, the final exam possibly fails even if the Homework 1 succeeds.

U

S8

T
+

Hw2=4

S18

S20

T
+

Hw1=4

S19
S15

S17

T
¡

Hw2=1

T
¡

Hw3=1

S16

S1 S3

S12S11

S5

S14

S6

S10

S2

S7 S4

S9

XFinal exam=4

S13

C[T+∪T−(XFinal exam=4) = ∅

C]T+∪T−(XFinal exam=4)

= T+
Hw1=4 ∪ T+

Hw2=4

∪T+
Hw1=4∧Hw2=4

∪T−Hw2=1 ∪ T−Hw3=1

∪T−Hw2=1∧Hw3=1

Fig. 10. Evaluation of successful final exams with positive and negative tools

U

S1

S14

S3 S12

S4
S13S9

S6

S10

S2

S7

S16S11

T¡Hw1=1

S5

T¡Hw2=1

T¡Hw3=1

S15S17 S18 S19 S20

XFinal exam=1

T+
Hw1=4

S8

C[T+∪T−(XFinal exam=1)

= T−Hw1=1∧Hw2=1∧Hw3=1

C]T+∪T−(XFinal exam=1)

= T−Hw1=1 ∪ T−Hw2=1 ∪ T−Hw3=1

∪T−Hw1=1∧Hw2=1

∪T−Hw1=1∧Hw3=1

∪T−Hw2=1∧Hw3=1

∪T−Hw1=1∧Hw2=1∧Hw3=1

∪T+
Hw1=4

Fig. 11. Evaluation of failed final exams with positive and negative tools
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6 Conclusion

We have presented in this paper a tool-based set theoretic framework for concept
approximation relying on partial approximation spaces. Positive features and
their substantially negative features of observed objects can simultaneously be
approximated with the help of this framework.

We have drawn up a simplified example to demonstrate our approach. We
have analyzed a student grade history and we have been able to evaluate the
students’ achievement, exploring ‘what they know’ and/or ‘what they do not
know’, and understand how the results in homework assignments approximately
relate to success or failure on the final exam. Of course, a more subtle definition
of the notions of ‘success’ and ‘failure’ could result in a more subtle evaluation.
A refined evaluation process can form a basis for quality insurance in higher
education properly building in the hierarchy of quality management.
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5. Csajbók, Z., Mihálydeák, T.: Partial approximative set theory: A generalization of
the rough set theory. International Journal of Computer Information Systems and
Industrial Management Applications 4, 437–444 (2012)
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Abstract. The consensus problem arises from social choice theory and
systematic biology where we are looking for the common information
shared by a series of trees. In this paper we present a decision aiding
software to help systematic biologist to choose the consensus function
the most appropriate for their need. This software is based on a previous
study between consensus functions and axiomatic properties, and their
underlined concept lattice.

1 Introduction

The consensus problem, which [11] deemed a ”problem for the future”, consists
of summarizing a series of structures, usually trees, into one representative struc-
ture. Axiomatic studies of consensus functions is often [26] described as an ”ideal
situation [in which] the researcher formulates a list of desirable axioms that a
consensus function should satisfy, and search for the best method that satisfies
these axioms” [33]. We present here a software following this approach almost
to the letter. Unfortunatly, it is still missing critical GUI features and is not
available yet.

The motivation for the software is originating from the separation existing
between theorizers and practitioners of consensus theory, what [7] denotes as
abstract consensus theory and concrete consensus theory. On one hand, math-
ematicians are developing sophisticated mathematical tools. The modern devel-
opment of the consensus problem originates from Arrow’s work [3] (followed
by [25]) who considered the problem of aggregating votes and showed that any
voting system is either inconsistent, arbitrary or unstable. Since then, a lot of
functions, together with a set of equivalent axioms, were developed (see [15, 22]
for a comprehensive survey).

On the other hand, practitioners like systematic biologists are rarely using
more than a handful of consensus functions. If you consider the most popular
software available like PAUP∗1 [37] (majority), PHYLIP2 [20] (majority, strict),
or COMPONENT 2.03 [30] (strict, majority-rule, loose, Nelson and Adams con-
sensus trees), only a handful are available for use. It was pointed out [38] that
this gap between the two communities was detrimental to both.

1 http://paup.csit.fsu.edu/
2 http://evolution.genetics.washington.edu/phylip.html
3 http://taxonomy.zoology.gla.ac.uk/rod/cpw.html
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The goal of this paper is to present an approach – based on FCA – to the con-
sensus problem that would fill the gap between both communities. We created
a software that asks the user to think of desirable properties that a consensus
method should possess, and then we advise on which consensus function satis-
fying these properties he/she should use. Each step is described in detail in the
paper.

This paper is organized in four sections, the first one being this introduction.
In Section 2, we give a precise definition of the consensus problem, as well as the
definitions of the consensus functions (Section 2.1) and of the axiomatic proper-
ties (Section 2.2) that we implemented. We present in Section 3 the structure of
our program, and explain for every step why and how we are doing it. Finally a
brief conclusion is given in Section 4.

2 The Consensus Problem

Consider a finite set S, |S| = n. In phylogeny, the elements of S are called
operational taxonomic units, or taxa. A hierarchy H on S, also called n-tree, is
a family of subsets of S (called the classes or clusters of H) such that S ∈ H,
∅ 6∈ H, {s} ∈ H for all s ∈ S, and A ∩ B ∈ {∅, A,B} for all A,B ∈ H. We will
indifferently use the terms trees or hierarchies in the paper. We denote the set of
all hierarchies on S by H. Fig. 1 shows the graphical representation of different
trees; usually the internal nodes are simply denoted by the leaves underneath.

Consensus trees are summarizations of the information shared by two or more
classification trees of the same set of taxa. Given a profile H∗ of trees on S, i.e.
a series of trees, we want to know what they have in common - we want to
aggregate H∗ in a unique tree H. We consider in this paper the case where all
the trees of the profile are defined on the same set of taxa, as the generalization
to super-trees [34] (where the trees can have different sets of taxa) can create
computational problems.

2.1 Consensus Functions

Let H∗ = (H1, H2, ...,Hk) be a profile of hierarchies on S, and K will denote
the set of indices of the hierarchies of H∗, K = {1, ..., k}. Formally, a consensus
function on H is a map c : Hk → H with k ≥ 2 and Hk the k cartesian product,
which associate to any profile H∗ a unique hierarchy consensus, c(H∗). We do
not aim to have an exhaustive list of consensus functions, a classification based
on refinement is available in [13]. Consensus functions can be divided in three
main categories:

Quota-based consensus functions. Consider a grouping and the associated index
defined as:

NH∗(A) = {i ∈ K : A ∈ Hi} and nH∗(A) = |NH∗(A)|
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a bc d e

(H1)

a bc d e

(H2)

a bc d e

(H3)

a bc d e

(HStrict)

a bc d e

(HMaj)

a bc d e

(HLoose)

Fig. 1. Different trees defined on the set of taxa S = {a, b, c, d, e}. For the profile
H∗ = (H1, H2, H3), the strict consensus tree is given by (HStrict), the majority by
(HMaj) and the loose by (HLoose)

We associate the consensus function c(p) : Hk → H to the index nH∗ for any p ∈
K. A subset A is called p-frequent if nH∗(A) ≥ p, and the p-frequent consensus
of H∗, denoted as c(p)(H

∗), is the family of all p-frequent subsets. Quota-based
consensus functions are particular cases of federation consensus functions [23].
Recall that a federation (simple game) is a family F of subsets of K such that
A ∈ F , B ⊇ A imply B ∈ F . A federation consensus function cF is then defined
as cF (H∗) = ∨S∈F (∩i∈SHi). If we take the simple case where, for some j ∈ K,
F = {S ⊆ K : j ∈ S}, we have cF (H∗) = Hj , a single hierarchy dictating the
result of the consensus, the so called projection consensus function.

Projection: ∃j ∈ K : Prj(H∗) = Hj

When we extend this to a subset J of K, we have the oligarchic consensus
function using F = {S ⊆ K : J ⊆ S}, and cF (H∗) =

⋂
j∈J Hj .

Oligarchy: ∃J ⊆ K : Ol(H∗) =
⋂

j∈J
Hj

In the family of quota-based consensus functions, one can notice c(k)(H
∗) =⋂

i∈K Hi the set of classes present in all trees of the profile, i.e. the strict con-
sensus function [36]. In Fig. 1, (HStrict) is the strict consensus of the profile
(H1, H2, H3).

Strict: Str(H∗) =
⋂

i∈K
Hi

If we take p = dk+1
2 e, the smallest natural number greater than k

2 , we have the
majority consensus function [24] which considers clusters appearing in at least
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half of the trees. An example of the majority consensus function is given in Fig.
1, where (HMaj) = Maj(H1, H2, H3).

Majority: Maj(H∗) = {X ⊆ S : nH∗(X) >
k

2
}

Unfortunately, if p is less than dk+1
2 e, it cannot be guaranteed that the resulting

family will be a tree. In order to keep the structure of a tree, different strategies
can be used.

Frequency-based consensus functions A first approach considers the idea of com-
patibility, i.e. two sets A and B are compatible if A ∩B ∈ {∅, A,B}, denoted as
A‖B, and a set A is compatible with a hierarchy H if it is compatible with every
cluster of H (or, equivalently, if A ∪ H ∈ H). We then can define a consensus
function called loose consensus [6] (originally called combinable component [12],
also called semi-strict) which considers subsets as long as they are compatible
with every tree of the profile. Fig. 1 shows (HLoose), the loose consensus tree
obtained from (H1, H2, H3).

Loose: L(H∗) =
⋃
{X ⊆ S : ∃j ∈ K,X ∈ Hj and ∀i ∈ K,X ∪Hi ∈ H}

The loose consensus function was extended by [18] to two different consensus
functions. The first one is combining the classes obtained by the majority con-
sensus function with those of the loose consensus function:

Loose and Majority Function Property: LM(H∗) = Maj(H∗) ∪ L(H∗)

The second extension is to add classes that are more often compatible than not.
Define NH∗(X) = {i ∈ K : X ∪Hi 6∈ H} as the set of trees not compatible with
a subset X, then the majority (+) consensus function will take subsets that are
more often compatible than incompatible. It obviously contains all the classes
obtained by the majority function and by the loose function.

Majority-rule (+) : Maj+(H∗) = {X ⊆ S : |NH∗(X)| > |NH∗(X)|}

Consider the weight function w(X) = nH∗(X)− 1 on classes. The Nelson-Page
consensus tree is the tree constructed from the clique G containing the com-
ponents most frequently replicated in the profile. If two or more cliques have
the same, maximal number of replications of components, then the consensus
tree is constructed from those components common to all those cliques. In the
literature, the Nelson-Page tree [27, 29] has often been confused with the strict
consensus tree.

The frequency difference consensus function consider the subsets of S that
are more frequent than any other subsets non-compatible.

Freq. Diff.: FD(H∗) = {X : nH∗(X) > max
Y not compatible with X

{nH∗(Y )}}

Previous consensus functions may miss some structural features of the trees,
particularly if the data is noisy. For example, a desirable feature would be that
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if two taxa are closer than a third one, we want these two taxa to be separated
from the third one in the consensus hierarchy - which is what Adams’ function [1]
achieves. Historically the first one, an Adams consensus tree contains the nestings
common to all trees in a profile. X nests in Y in H, denoted as X <H Y if and
only if X ⊂ Y and there is Z ∈ H such that X ⊆ Z and Y 6⊆ Z. π(H) is the
maximal cluster partition for H with blocks equal to the maximal clusters of H.
Adams’ consensus function is best described algorithmically (from [13]):

Procedure AdamsTree(H1, ...,Hk)
Construct π(H), the product of π(H1), ..., π(Hk).
For each block B of π(H) do

AdamsTree(H1|B , ...,Hk|B)

Distance-based consensus functions Another consensus family is based on dis-
tance, either as a height function, or as distance between trees. Durchschnitt [28]
consensus function takes the intersection of all classes at the same height. The
canonical height η0(X) of a class X ⊆ S is defined as η0(S) = 0 and η0(X) = h if
and only if there is a maximal sequence S ⊃ X1 ⊃ ... ⊃ Xh−1 ⊃ Xh = X. Define
ω = mini∈KmaxX∈Hiη0(X) as the height of the smallest tree of the profile.

Durchschnitt: Dur(H∗) =

ω⋃

j=1

{
⋂

i∈K
Xi : Xi ∈ Hi and η0(Xi) = j}

The median and asymmetric median consensus functions both use a distance
between trees, i.e. a distance on H. The median consensus is the tree minimizing
the distance of the symmetric difference from it to every tree of the profile.
The median consensus was extensively studied, particularly in the case of semi-
lattices [35] (as trees can be seen as semi-lattices).

Median: Med(H∗) = minH∈H

k∑

i=1

|H4Hi|

The asymmetric median consensus [32] on the other hand is the tree minimiz-
ing the distance between each tree and the consensus tree, i.e. minimizing the
number of classes in Hi that are not present in c(H∗).

Asymmetric Median: AMed(H∗) = minH∈H

k∑

i=1

|Hi −H|

2.2 Axiomatic Properties of Consensus Functions

Historically, consensus functions were studied through a series of (desirable) ax-
ioms proved to be equivalent to the function. Arrow’s pioneer work proved the
impossibility of a non-dictatorial consensus function satisfying fundamental ax-
ioms (transitivity, Pareto and independence of irrelevant alternatives) on linear
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orders. We implemented a series of axioms that a user may find desirable or
undesirable.

A consensus function is Pareto relatively to a specific kind of relationships
(classes, triplets, nestings) when the consensus tree will contain the relationship
present in all the trees, i.e. will contain the intersection of the trees of the profile
with respect to the relationship. For example, when we are interested in the
common classes, we have the Pareto optimal [31] axiom:

Pareto Optimality: (∀X ⊆ S)(X ∈
k⋂

i=1

Hi ⇒ X ∈ c(H∗))

Trees can also be defined [14] through triplets ab|c, a, b, c ∈ S, denoting the
grouping of a and b relative to c. We say that ab|c ∈ H if there exists a class
X ∈ H such that a, b ∈ X but c 6∈ X. The Pareto property on triplets is that a
common separation of two taxa from a third taxon among every input tree must
be respected and applied in the consensus tree.

Ternary Pareto Optimality: (∀x, y, z ∈ S)((∀i ∈ K)(xy|z ∈ Hi)⇒ xy|z ∈ c(H∗))

Adams [2] extended that idea to nestings, where if two clusters are separated
from each other in every input tree, therefore they must also be separated in the
consensus tree:

Nesting Preservation: (∀∅ 6= X,Y ⊆ S)((∀i ∈ K)(X <Hi
Y )⇒ (X <c(H∗) Y ))

Conversely, a consensus function is co-Pareto for a particular relationship if one
can find every relationship of that kind of the consensus tree in one or more tree
of the profile. Every cluster from the consensus tree must appear in at least one
of the input tree, or in other words it should be a member of the union of all
input trees. We will consider here only co-Pareto optimally for classes.

co-Pareto Optimality: (c(H∗) ⊆
k⋃

i=1

Hi)

In order to characterize his consensus function, Adams introduced a reciprocal
property of nesting preservation, although stronger than just a co-Pareto prop-
erty. It states that if two subsets are nested in the consensus tree, they must be
nested in all the trees of the profile.

Strong Presence: (∀∅ 6= X,Y ⊆ S)(X <c(H∗) Y ⇒ (∀i ∈ K)(X <Hi
Y ))

It happened that Strong Presence property was too constraining, so instead of
considering all possible nested subsets, Adams considered only the nested classes.
Any two clusters of the consensus tree that are separated from each other must
also be separated in every input tree.

Qualified Strong Presence: (∀X,Y ∈ c(H∗))(X <c(H∗) Y ⇒ (∀i ∈ K)(X <Hi
Y ))
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Qualified strong presence was weakened to consider the clusters of the consensus
tree to be nested in S in each tree of the profile:

Upper Strong Presence: (∀X ∈ c(H∗))(X <c(H∗) S ⇒ (∀i ∈ K)(X <Hi S))

The dictatorship property (an input tree dictates over the consensus tree by
having all of its clusters included in the consensus tree) is often consider unde-
sirable; however, this can change if there is a particular tree that can be consider
an oracle, i.e. for which we want the consensus tree to refine it.

Dictatorship: (∃j ∈ K)(∀X ⊆ S)(X ∈ Hj ⇒ X ∈ c(H∗))
Another desirable property, also called faithful, is the following: for every group
of clusters containing only one cluster from each input tree there must be a
cluster in the consensus tree such that it includes the intersection of the group
of the group of clusters and it is included in the union of the groups of the group
of clusters.

Betweenness: (∀i ∈ K with Xi ∈ Hi)(∃Y ∈ c(H∗))(
k⋂

i=1

Xi ⊆ Y ⊆
k⋃

i=1

Xi)

3 Decision Aiding Software

We used Formal Concept Analysis (FCA) [21] as our formal background. FCA is
particularly suitable as it provides a structure on the power set of attributes, here
the consensus functions and axioms, and allow calculations of distances on that
structure. Since we assume the reader familiar with FCA, we will only briefly
recall main terminologies and results used in our program: a formal context
(G,M, I) is defined as a set G of objects, a set M of attributes, and a binary
relation I ⊆ G × M . (g,m) ∈ I is read as ”object g has attribute m”. To
this formal context, one can associate to a set of objects A ⊆ G its intension
A′ = {m ∈M : ∀g ∈ A, (g,m) ∈ I} of all properties shared by A. Dually, we can
define B′ = {g ∈ G : ∀m ∈ B, (g,m) ∈ I}, the extension of a set of properties
B ⊆ M . A pair (A,B), A ⊆ G,B ⊆ M , is a formal concept if A′ = B and
B′ = A. The set of all formal concepts, ordered by inclusion, forms a lattice [5],
called concept lattice. For more terms and definitions on lattice theory, one can
refer to [10, 16].

This D.A. software has three different functional layout (see Fig. 2): a pre-
processing is first done on consensus functions and axioms in order to create the
context that then will be used, with the associated lattice, in order to advise
users on which consensus function to use. The last layer is concerned with the
obtainment of the tree itself from some input profile.

3.1 Pre-processing

The first layer of the D.A. software concerns the pre-processing of the data that
will be used. In order to insure scientific validity of the decision aiding, we imple-
mented the previous consensus functions of Sec. 2.1 and the axiomatic properties
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Fig. 2. D.A. software functional layout.

of Sec. 2.2 in C++ on a laptop Intel Core i5, 2.3 GHz. Initially, it generates all
possible hierarchies based on a given set of n taxa, and traverses through all pos-
sible profiles of k hierarchies, together with all possible consensus trees. Then
we exhaustively list what we called configurations, each configuration is a pair
consisting of a profile and a consensus tree. Every configuration was systemati-
cally compared against axiomatic properties and consensus functions in order to
create a first (raw) context. Attributes of the context are the consensus functions
and the axiomatic properties, while the objects are every possible configuration.
We discussed in [17] the implications generated by the context.

During the pre-processing phase, we encountered a series of computational
challenges, as the number of n-trees grows exponentially [19] and some consen-
sus functions are NP-hard [32]. We were able to exhaustively investigate the
configurations only up to n = 5, for which we obtained around 9.57× 1012 con-
figurations. Since the running time of the simulation increases exponentially with
slight addition to n or k, in order to have partial results, controlled randomly
selected configurations were chosen in order to have a more accurate - and so a
more refine - context.

3.2 Underlined Structure

Given the number of objects in our context (over one trillion), we first eliminate
duplicates. If several configurations share the same attributes, we simply keep
the first one as representative. No information is lost as we are interested in
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the structure of the attributes, and the objects (the configurations) sole purpose
is to systematically investigate this structure. Our simplified context has 5379
objects for 23 attributes, and Fig. 3 shows the overall concept lattice, having
3718 concepts. In order to derive the lattice, we followed The Next Closure [21]
algorithm. This algorithm uses the lectic order on the set of attributes M , which
is a total order on P(M). Given two subsets A and B of M , A is said to be
lectically smaller than B at position i, and we denote it by A ≺i B, if and only
if i = min(A∆B) and i ∈ B. Finally, we say that A is lectically smaller than B
if A = B or A ≺i B for some i ∈ K. We used Next Closure algorithm as it is an
efficient and easy to implement.

Fig. 3. Concept lattice associated with the configurations with minimal labeling of the
properties (drawn with ConExp [39]).
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After constructing the list of concepts and listing them in ascending order,
the program also keeps track of the children and parents of each concept of
the lattice. The user can then select a set of axiomatic properties depending
on the one he/she finds desirable or undesirable: each axiom can be preferred
(positive), disliked (negative), or neutral. Based on that input, the program
finds the meet of the selected properties, i.e. the concept C associated to his/her
choices. Concept C is the smallest concept containing all the positive user’s
choices and no negative ones if it exists. If the user’s choices are conflicting, i.e.
C doesn’t exist, positive choices will be given priority over negative ones.

3.3 Distances in the lattice

In order to advise which consensus function would be suitable depending on the
user’s choices, for each consensus function, we first find the smallest concepts Ci

containing that consensus function. Then we used different distances between C
(the concept representing the user’s choice) and each Ci (the concepts associated
with consensus function i) in order to find the consensus function the closest to
the user’s choice. The use of different distances lets the user freely choose which
distance is more suitable.

We can consider two types of distances in a lattice: distances based on con-
cepts and distances on the covering graph (or Hasse diagram) of the lattice. For
the first type, we used the distance of the symmetric difference between con-
cepts, d1(C,Ci) = |C∆Ci|, i.e the number of properties present in either C or
Ci but not in both. For the second type, distances in the covering graph, we
considered four distinct distances:

– Any Path Distance: weight of the shortest path (topological distance) be-
tween the corresponding attribute concepts; the closer the two concepts are
in the graph, the greater their likelihood.

– Any Path Distance Without ⊥L and >L: we remove the top and the bot-
tom concepts of the lattice to compute the topological distance because such
concepts don’t bear any information (even if 1L can have attributes associ-
ated, it still doesn’t have any meaning). It is particularly important when
we consider the co-atoms of the lattice (such as Pareto Optimal or co-Pareto
Optimal, see Fig. 3), as the shortest path could go through 1L and short-
circuit the ”real” distance.

– Meet Distance: It is the topological distance between C and Ci passing
through their meet, i.e. the distance from C to C ∧ Ci plus the distance
from Ci to C ∧ Ci.

– Join Distance: Dual to the meet distance, it is the topological distance be-
tween C and Ci passing through their join.

Since each previous distance has its own advantages and disadvantages, we also
implemented a weighted average distance for which the user can freely assign
the weights. It is a weighted average of all the above distances based on user’s
preference. Fig. 4 shows an example of user’s choice and the advised consensus
function.
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Fig. 4. Screen shot of the second layer of the software, with an example of user’s
choices.

3.4 Decision Aiding

In the third layer, the D.A. Software recognizes input trees which are given
in Newick format. The Newick tree format is a well-known representation of
graph-theoretical trees which denotes trees using parentheses and commas. The
simplicity and standard nature of Newick makes it a suitable method for scien-
tists to provide the software with their input. There are several ways through
which trees can be represented, however the representation that contains only
the information about the leaves are recognized as the valid ones. For example, in
Fig. 1, (H1) has the Newick format (((a, c), b), d, e), while (H2) is ((a, c), (b, d, e)).

Upon selection of consensus functions by the user, the D.A. software generates
the unique (or set of all possible consensus trees) for the selected functions, so
that the user can compare them with each other. Using this feature, the user is
able to find out which model would be more suitable for the nature of their work,
for which he/she will be provided with respective consensus tree(s). This allows
the user to have a narrowed list of candidates for the representative consensus
trees as well as having a hands-on experience to find out the most suitable
functional property and consensus tree.

4 Conclusion and Future Work

In this paper, we presented a decision aiding software which explore via Formal
Concept Analysis the space of consensus functions and their axioms. It provides
the user with means to generate consensus tree(s) representative(s) depending
on their choices. It initially imports the raw context obtained via pre-processing,
constructs the associated lattice and, depending on the user’s preferences, advise
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based on distances in the lattice on which function to use. Upon selection of
functions, the program generates the consensus trees of the collection of user’s
input tree using selected functional properties.

In continuation of this project, we are planning to expand the capabilities
of this software. Firstly, besides the (rooted) trees that are currently supported
as input and output, the program will be able to support super-trees as well
as unrooted trees as its input and output. Another possibility would be the
addition of other types of structures of sets such as pyramids [9], weak-trees
[4], and, more generally, lattices. In addition, the concept of independence and
neutrality as axiomatic properties are planned to be incorporated. Moreover,
other commonly used consensus functions are going to be added to the result,
therefore with a further refined and exhaustive approach, the program’s precision
and usefulness would be improved.
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Abstract. Grooming is the process by which pedophiles try to find chil-
dren on the internet for sex-related purposes. In chat conversations they
may try to establish a connection and escalate the conversation towards
a physical meeting. Till date no good methods exist for quickly analyzing
the contents, evolution over time, the present state and threat level of
these chat conversations. In this paper we propose a novel method based
on Temporal Relational Semantic Systems, the main structure in the
temporal and relational version of Formal Concept Analysis. For rapidly
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Abstract. Educational Data Mining (EDM) is a growing field of use of
data analysis techniques. Specifically, we consider partial implications.
The main problems are, first, that a support threshold is absolutely nec-
essary but setting it “right” is extremely difficult; and, second, that, very
often, large amounts of partial implications are found, beyond what an
EDM user would be able to manually inspect. Our program yacaree,
recently developed, is an associator that tackles both problems. In an
EDM context, our program has demonstrated to be competitive with
respect to the amount of partial implications output. But “finding few
rules” is not the same as “finding the right rules”. We extend the eval-
uation with a deeper quantitative analysis and a subjective evaluation
on EDM datasets, eliciting the opinion of the instructors of the courses
under analysis to assess the pertinence of the rules found by different
association miners.

Keywords: Closure Lattices, Partial Implications, Association Rules

1 Introduction

Education is evolving at all levels since the appearance of e-learning environ-
ments: Learning Content Management Systems (LCMS), Intelligent Tutoring
Systems, or Adaptive Educational Hypermedia Systems. These systems log all
the activity carried out by students and instructors, and this raw data, ade-
quately analyzed, might help instructors to obtain a better understanding of
the students and of their learning processes. In remote learning, instructors may
never see their students in person. Data analysis techniques could help them to
detect problems (lack of motivation, under-performance, drop-out. . . ) and, pos-
sibly, to take action. Yet, unless the course itself is on data mining, it is unlikely
that the instructors know much about data mining techniques. If we want to
help teachers of, say, philology or law, we need to work out data mining tools
that do not require much tuning or technical understanding.
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Here we focus on the particular case of mining partial implications [1] (a
relaxed form of implication analysis in concept lattices [2]), and their close rel-
atives: association rules [3]. Most of the available algorithms depend on one or
more parameters whose value is to be set by the user, and whose semantics are
unlikely to be easy to understand by teachers of other disciplines.

We have explored the output of five association algorithms on datasets from
educational sources, and evaluated not only the amounts of partial implications
found but also the subjective pertinency of the rules obtained. For this last task
we kept close cooperation with the end user, namely, the teachers of the online
courses from which the datasets were obtained. Our conclusions are in the form
of strengths and weaknesses of each of the five algorithms compared.

One of the algorithms participating in the evaluation was a contribution of
our group, demonstrated at [4] and described in more detail in [5]: the yacaree as-
sociation miner. This associator extracts partial implications from the “iceberg”
(frequent part of the) FCA lattice [6]; it attempts at offering a more user-friendly,
parameter-less interface, through self-tuning the support threshold and a thresh-
old on a relative form of confidence studied in [7]: the closure-based confidence
boost.

In [8], a two-page poster publication, we have provided a preliminary initial
description of this study, containing only the quantitative analysis (a part of
Table 2 below) but using a version of yacaree which did not report yet rules of
confidence 100%. This paper extends it largely with further quantitative analy-
ses and a qualitative, user-based, subjective evaluation of the usefulness of the
resulting rules. The main question to study is whether a price, in terms of use-
fulness of the output for the end user, was being paid for the parameter-less
interface. Any parameter-free alternative should stand a comparison of its out-
put with that of other, “expert”-oriented algorithms, to clarify whether, for the
subjective perception of the teacher, the outcome does make sense and results
useful. Actually, our main conclusion is that they do, and that, developed accord-
ing to our strategy, a self-tuning associator is able to provide sensible quantities
of partial implications that result useful and informative to the end user.

1.1 Related work

In the educational context, data mining techniques are used in order to un-
derstand learner behaviour [9], to recommend activities or topics [10], to offer
learning experiences [11] or to provide instructional messages to learners [12]
with the aim of improving the effectiveness of the course, promoting group-based
collaborative learning [13], or even predicting students’ performance [9]. Two in-
teresting papers which detail and summarize the application of data mining to
educational systems are [14] and [15].

The FCA community has also contributed in this arena. We must name
Romashkin et al. [16] who used closed sets of students and their marks to reveal
some interesting patterns and implications in student assessment data, especially
to trace dynamic; and Ignatov et al. [17] who showed that FCA taxonomies are
a useful tool for representing object-attribute data which helps to reveal some
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frequent patterns and to present dependencies in data entirely at a certain level
of details. They carried out the analysis of university applications to the Higher
School of Economics as case study. Another interesting work in this research
line was previously carried out by Belohlávek et al. [18] in order to evaluate
questionnaires.

In the particular case of the association rules technique, we find works such
as [19] in which association rules are used to find mistakes often made together
while students solve exercises in propositional logic, [20] where rules are used to
discover the tools which virtual students employ frequently together during their
learning sessions, and [21] where association rules and collaborative filtering are
used inside an architecture for making recommendations in courseware.

However, association rule algorithms still have some drawbacks, as analyzed
in [22]: mainly, first, as most often the instructors are not data mining experts,
the decisions about setting to useful values the parameters of the algorithms
present difficulties. Then, a second difficulty is the large number of rules often
obtained as output, most of which are redundant and non-interesting for decision
making and, in many occasions, exhibit low understandability. The authors of
[22] offer some solutions although none of them is automatized or gathered in
an algorithm. For example, they propose to use Predictive Apriori, rather than
the implementation of Apriori in Weka [23], since it only requires one parameter
which is the number of rules that the user wants to obtain. In [24], it is argued
that cosine and added value (or equivalently lift) are well suited to educational
data, and that instructors can interpret their results easily. In our opinion, these
measures lack actionability since they are symmetric, which reduces the use of
the rules in decision making tasks. Orientation is a crucial and very suggestive
property of association rules and partial implications, and we consider that it
must be preserved in an effective but asymmetric measure, as close as possible
to confidence. Many measures of intensity of implication are described e.g. in
[25],[26].

2 Case Studies

This section contains our major contributions: we compare the output of five
well-known association rule miners on five educational datasets and evaluate the
subjective pertinency of the rules obtained in close cooperation with the teachers
involved in the two virtual courses analyzed.

2.1 Association rule miners

There is a long list of association rule miners; large sets of references and surveys
appear e.g. in http://michael.hahsler.net/research/bib/association rules/ and in
all main Data Mining reference works. Among them, we have chosen the following
algorithms for our comparison: the implementation of Apriori by Borgelt [27],
the implementation of Apriori in the Weka package [23], the Predictive Apriori
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implementation in Weka [28], the implementation of ChARM [29] available in
the Coron System [30], and our own closure-lattice-based associator yacaree [4].

The implementation of Apriori by Borgelt [27] is a representative of the stan-
dard usage of association rules in data mining, as per [3], particularly in the way
support and confidence parameters are handled, as well as in the restriction to
association rules with a single item in the consequent. In this fully standard ap-
proach, first, one constructs all frequent sets, and then each item in each frequent
set is tried as consequent with the rest of the frequent itemset as antecedent,
and the confidence of the rule evaluated; the rule is reported if its confidence
is high enough. This implementation is amazingly well streamlined for speed. It
offers, additionally, an ample repertory of additional evaluation measures (lift,
normalized chi-square. . . ), and we must warn that a specific flag must be set
(as we did, “-o”) so that support is computed accordingly with the notion of
support in other tools.

Weka is one of the oldest and most extended open-source data mining suites,
and all implementations there are widely used. The implementation of Apriori
in the Weka package is similar to the one just described, employing confidence
and support constraints; it departs slightly from [3], though. First, the rules
generated can have more than one item in the consequent. Also, instead of fixing
the support at the given threshold at once, the user is requested to indicate a
number of rules and a “delta” parameter. Then, support is set initially at 100%
and iteratively reduced by “delta” until either the support threshold is reached
or the requested number of rules is collected.

The Predictive Apriori implementation in Weka follows [28]. The advantage
of this algorithm is that it only requires from the user to set the number of
rules to be discovered, which is appropriate for users that are not data mining
experts, provided that, in some sense, “the right rules” are found. The algorithm
automatically attempts at balancing optimally support and confidence on the
basis of Bayesian criteria related to the so-called expected predictive accuracy. A
disadvantage of this method is that it often requires longer running times than
the previous ones.

These three implementations construct partial implications on the basis of all
frequent itemsets. Our other two systems work on the basis of frequent closures,
which allow one to know the support of any frequent itemset without storing
all of them. The Coron system [30] offers several implementations of different
closed-set-based algorithms. These methods return the same set of closure-based
partial implications, although they compute them in different ways. We have
used ChARM [29], but the specific method is not relevant here because we do
not include yet running times in our evaluation: we concentrate on the usefulness
of the output.

The fifth implementation is our own association miner yacaree [4]. Like
ChARM, it is based on closures, and allows for several items in the consequent
of the partial implications. In the partial implications output by this system,
both antecedent and total set of items in each rule will be closed sets. The cur-
rently most recent version 1.2.0 is the first to report rules of confidence 100%.
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First, it constructs the Closure Lattice up to a support bound that is adjusted
autonomously during the run, on the basis of the technological limitations, so
that the user does not need to select it. Second, it constructs a basis of partial
implications out of these closures. Third, it filters the partial implications along
the way, on the basis of the closure-based confidence boost [7], whereby the con-
fidence of an association rule is compared to that of other similar rules: a rule
must offer a clear improvement on similar ones to be considered useful.

2.2 Datasets

For the case studies, we used the data from two courses offered in the University
of Cantabria. Both courses are eminently practical. The first one, entitled “Intro-
duction to multimedia methods”, has the objective of teaching the students how
to use a particular multimedia tool (in what follows, we refer to it as the mul-
timedia dataset) and the second one, “Basic administration of a UNIX-LINUX
system” (the Linux dataset) teaches the students the basic utilities and tools to
install and configure correctly a LINUX operating system.

The multimedia course is designed by means of web pages and includes some
video tutorials, flash animations and interactive elements. The students must
perform 4 exercises, 2 projects and one final exam online. The course is open to
all degrees and the number of students enrolled was 79.

Unlike the multimedia course, the Linux course only allows 24 students to
be enrolled, all of them from a telecommunications degree. All materials of the
course are available since the first day of the course. Furthermore, the contents
of a previous edition of the course is also offered in pdf; these files have the
advantage that they can be kept locally and used for study in case any technical
problem would prevent access to the updated files, but do not include all the
contents of the present edition. Additionally, during the course, the students
must deliver 6 practical exercises and pass two online exams. The course includes
38 self-tests, one for each topic of the course. The instructor indicates the topics
and self-tests that they must perform every week on the calendar.

We worked with five datasets. The first one, “linux materials”, gathers the ac-
cess logs to materials prepared by the instructor (html pages, pdf files, tests, and
so on) as used by each student in each learning session of the Linux course. The
datasets “linux resources” and ”multimedia resources” are the session-wise log of
the resources and tools used by each student in each learning session(assessment,
content-pages, forum, and so on). It was immediately apparent that, in these
datasets, one specific resource led to some “noise”: the “organizer” resource acts
as front page of most sessions (near 84% in Linux and 85% in multimedia, as
the only other alternative is the access through the forum) and hence it appears
in many rules and creates many variants, mostly of low information contents.
Thus, we prepared two datasets, named “linux resources reduced” and “mul-
timedia resources reduced” respectively, which are identical to the second and
third dataset, except that the “organizer” resource is fully removed. The number
of different items and transactions of each dataset is shown in Table 1. For the
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sake of better understanding, we show a diagram of the intents of the concept
lattice of the linux dataset above 13% support in Fig. 1.

∅

contentpage assignment assessment discussion mygrades

contentpage

assignment

assignment

assessment

assignment

discussion

assessment

discussion

assignment

mygrades

assessment
mygrades discussion

mygrades

assignment assessment discussion

Fig. 1. Intents of at least 13% support.

Table 1. Datasets description

Name Transactions Items

Dataset1 (linux materials) 407 22
Dataset1 (linux resources) 2486 27
Dataset2 (linux resources reduced) 2346 26
Dataset4 (multimedia resources) 5892 27
Dataset5 (multimedia resources reduced) 5643 26

2.3 Datasets results

With the aim of comparing several association programs, one difficulty is always
the setting of the parameters, particularly the support, as the value chosen might
favor one particular algorithm in larger degree. In our case, there is an extra
level of difficulty, as one of the participating algorithms, yacaree, self-tunes the
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support on itself. In order to find fair comparison grounds, we performed a brief
preprocessing.

Running on one of the “Linux resources” dataset, yacaree took about four
minutes (a bit long for a non-expert to wait) and delved down to 0.02% support;
however, for this low threshold, both Weka alternatives were substantially worse
(Predictive Apriori took 40 minutes and Apriori led to overflow even when given
2GB of memory). Similar facts happened for the other datasets.

Given this information, we decided to fix at 1% the support threshold for all
the computations, and at 66% the confidence threshold (initial value set up by
yacaree). In all the runs, we left unbounded, or, in the case of Weka tools, we set
very high (10000) the number of rules to be found, even if this meant overriding
their default value for this quantity. We show the number of rules obtained
utilizing the different algorithms on our datasets in Table 2. The entries marked
“—” on the table are cases where the corresponding algorithm was unable to
complete in 6 hours.

Table 2. Number of rules obtained on our datasets with the five algorithms

Dataset Number of rules s=1% c=66%

Weka Predictive Borgelt ChARM yacaree
Apriori Apriori Apriori

Dataset1 (linux materials) 2272 1730 524 366 40
Dataset2 (linux resources) 7523 over 10000 3751 5610 255
Dataset3 (linux resources reduced) 4249 over 10000 1876 2586 93
Dataset4 (multimedia resources) 1442 — 1023 1427 182
Dataset5 (multimedia resources reduced) 488 — 404 469 46

Results from “resources reduced” datasets If we analyze the results ob-
tained with Apriori from Weka, we can see that the number of rules is unman-
ageable, e.g. 4249 rules for Linux resources reduced dataset. The first 243 are
implications of full confidence, 100%, low support, and high redundancy: see
rules 2 and 3 and 235 and 236 and the followings in Table 3. Had we used the
tool’s default settings of the parameters, we would have found essentially no
information. The same happens with multimedia dataset (we do not show the
table for space reasons).

The analysis of the results obtained from Predictive Apriori is very costly,
as it generates as many rules as we allow it to. With 10000 rules required, they
are obtained on dataset2 and dataset3 waiting for more than 20 minutes, and
the accuracy is still high, so that many further rules could be obtained. If we
restrict ourselves to the first few rules returned, they turn out to offer a very low
support and quite some redundancy (see Table 4).

The output offered by Borgelt’s implementation presents a large number of
rules: 1876 and 404 rules in Linux and multimedia reduced datasets respectively,
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Table 3. Subset of association rules obtained with Apriori from Weka on the ”Linux
resources reduced” dataset

No. Association rule (Sup., Conf.)

2 announcement tracking ⇒ assessment (1.7, 100)
3 announcement mygrades tracking⇒ assessment (1.6, 100)

235 assignments calendar contentpage discussion medialibrary syllabus
⇒ assessment (1.0, 100)

236 assessment calendar contentpage discussion medialibrary syllabus
⇒ assignments (1.0, 100)

2523 announcement assessment calendar syllabus
⇒ assignments contentpage (1.2, 78.0)

2524 announcement assessment calendar syllabus
⇒ assignments discussion (1.2, 78.0)

2530 announcement calendar mail ⇒ contentpage (1.0, 78.0)
2534 announcement assignments calendar chat ⇒ contentpage (1.0, 78.0)

Table 4. Subset of association rules obtained with Predictive Apriori from Weka on
the “linux resources reduced” dataset

No. Association rule (Support, Accuracy)

122 assignments calendar search ⇒ syllabus (0.85, 0.95439)
123 assignments chat weblinks ⇒ assessment syllabus (0.85, 0.95439)
124 assignments chat weblinks ⇒ discussion syllabus (0.85, 0.95439)
125 assignments discussion search ⇒ assessment syllabus (0.85, 0.95439)

of which 141 and 2 are implications. Coming up with specific conclusions becomes
harder. The rules tend to be small, exhibit high redundancy and involve low-
support tools that are almost never used, so that they offer little interest to the
instructor. As shown in Table 5, where the rules 11, 12, 13 differ slightly from
the rules 99, 100 and 101 which contain the announcement tool in the antecedent
with a very low support and similar confidence.

Table 5. Subset of association rules obtained with Borgelt’s apriori implementation
on the “linux resources reduced” dataset

No. Association rule (Supp. , Conf. )

11 chat ⇒ discussion (3.7, 84.9)
12 chat ⇒ assignments (3.7, 75.6)
13 chat ⇒ assessment (3.7, 81.4)

99 chat announcement ⇒ discussion (2.0, 84.8)
100 chat announcement ⇒ assignments (2.0, 87.0)
101 chat announcement ⇒ assessment (2.0, 93.5)

ChARM returns a higher number of rules, 2586 and 469 with 193 and 2
implications in Linux and multimedia resources reduced datasets respectively.
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As in previous cases, the rules also present high redundancy (see rules 3 to 6
and 7 and 8 in Table 6 and rules 10,11,12 and 31,32,33 in Table 7).

Table 6. Subset of association rules obtained with ChARM on the “linux resources
reduced” dataset

No. Association rule (Supp. , Conf. )

3 announcement, contentpage, medialibrary, syllabus ⇒ assessment (1.02, 96.00)
4 announcement, assessment, medialibrary, syllabus ⇒ contentpage (1.02, 88.89)
5 announcement, assessment, contentpage, medialibrary ⇒ syllabus (1.02, 70.59)
6 announcement, medialibrary, syllabus ⇒ assessment, contentpage (1.02, 82.76)

7 announcement, medialibrary, syllabus ⇒ contentpage (1.07, 86.21)
8 announcement, contentpage, medialibrary ⇒ syllabus (1.07, 67.57)

Table 7. Subset of association rules obtained with ChARM algorithm on the “multi-
media resources reduced” dataset

No. Association rule (Supp. , Conf. )

10 chat, contentpage, discussion ⇒ assessment (1.13, 81.01)
11 assessment, chat contentpage ⇒ discussion (1.13, 94.12)
12 chat, contentpage ⇒ assessment, discussion (1.13, 71.91)

31 contentpage, discussion, syllabus, ⇒ assessment (1.12, 84.00)
32 assessment, discussion, syllabus, ⇒ contentpage (1.12, 66.32)
33 assessment, contentpage, syllabus, ⇒ discussion (1.12, 79.75)

Despite the fact that the number of rules obtained with yacaree on reduced
resources datasets is a bit high, 93 for dataset3 and 46 for dataset5, it is possible
to discover the resources which students use frequently together in each learning
session and, at the same time, the kind of sessions which they perform. It is
remarkable the reduction in the number of rules due to the use of confidence
boost parameter. A subset of the most relevant rules obtained with yacaree on
Linux resources reduced dataset is shown in Table 8. However, there appear as
well quite a few trivial and non-interesting rules for the instructor. For instance,
rule 1 is trivial because it is obvious that to send a task is necessary to use the
file manager tool. The rules 6, 18 and 19 do not offer new information to the
instructor given that he uses the forum in order to establish the date of the
exams. So that these kind of sessions are known to the instructor. The rules 7,
12, 36 and 50 gather sessions in which students want to know specific dates:
deadlines for tasks or assessments, exam dates. Rule 16 indicates quite a few
sessions in which the students are interested in knowing their progress, and rules
8 and 10 gather the study sessions in which the students combine reading of
content pages with tackling self-tests.

Table 9 depicts a subset of the most relevant rules obtained with yacaree
on multimedia resources reduced dataset. As in the previous result, there are
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Table 8. Subset of association rules obtained with yacaree on the “linux resources
reduced” dataset

No. Association rule (Supp., Conf., Lift, Cboost)

1 filemanager ⇒ assignments (4.6, 93.9, 1.908, 1.908)

6 discussion whoisonline ⇒ assessment (3.0, 75.5, 1.648, 1.379)
18 discussion mail ⇒ assessment (3.2, 72.1, 1.574, 1.268)
19 announcement mail ⇒ assessment discussion (1.6, 80.9, 3.381, 1.267)

7 announcement ⇒ assessment (7.6, 88.1, 1.923, 1.369)
12 calendar ⇒ assessment (9.1, 75.9, 1.656, 1.337)
36 calendar ⇒ assignments (8.1, 67.0, 1.362, 1.219)
50 announcement calendar ⇒ assessment assignments (2.6, 77.2, 2.941, 1.200)

16 tracking ⇒ mygrades (6.8, 80.3, 2.409, 1.272)

8 contentpage mygrades ⇒ assessment (3.8, 84.8, 1.850, 1.369)
10 contentpage discussion ⇒ assessment (7.3, 75.1, 1.639, 1.339)

some trivial and non-interesting rules for the instructor. For example, rule 1
already explained, and rule 2 and 40 which gather sessions in which students
wanted to know specific dates for assignments. Instead, other rules as rule 7, 14
and 36 allowed the teacher to discover the students visited the content pages
and the forum in working sessions with the aim at solving problems or doubts
in the resolution of the tasks. Furthermore, she was happy when observed that
learning objectives tool was used while studying the contents (rule 3). This
means that students played the videotutorials which she had recorded with great
effort. Additionally, rule 4 informed her about the joint use of contents and
weblinks tools. This last one contains the links to downloadable material. This
reinforced her idea that the material should be presented in both formats, online
and downloadable.

Table 9. Subset of association rules obtained with yacaree on the ”multimedia re-
sources reduced” dataset

No. Association rule (Supp., Conf., Lift, Cboost)

1 filemanager ⇒ assignments (5.1, 71.5, 1.871, 1.871)

2 calendar ⇒ assignments (6.1, 74.9, 1.961, 1.610)
40 announcement ⇒ assignments (3.9, 67.2, 1.759, 1.153)

3 weblinks ⇒ contentpage (3.7, 78.2, 2.105, 1.588)
4 learningobjectives ⇒ contentpage (4.5, 81.4, 2.192, 1.530)

7 contentpage mygrades ⇒ assignments (2.7, 66.7, 1.746, 1.421)

14 assignments whoisonline ⇒ discussion (1.7, 72.5, 1.612, 1.301)
36 discussion weblinks ⇒ assignments (1.9, 73.4, 1.923, 1.180)

Results from “resources” datasets, not reduced From the point of view
of a virtual course instructor who is not an expert in Data Mining, the decision
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of removing the “organizer” item from the “resources” dataset is debatable. This
would be rather an action typical of a Data Mining expert. We consider that it
was appropriate to do it, as the designers of the e-learning platform could easily
predict that this “organizer” item was to be extremely frequent, and thus the
option of discarding it could be incorporated by design into a set of related data
mining tools ahead of time. However, we briefly discuss now what happens if one
works with the complete “resources” dataset.

With yacaree we obtain 255 and 182 rules in dataset2 and dataset4 respec-
tively. In both cases, one of them indicates that “organizer” is used in near 84%
and 85% of the sessions respectively (see Tables 10 and 11). For this format
of rule, with empty antecedent, support and confidence clearly must coincide.
Essentially, the output of yacaree is not that different from the previous cases:
many rules from the previous analysis reappear now in pairs, once with “orga-
nizer” and once without; when such a pair appears, the rule having “organizer”
may look sometimes redundant, but its confidence boost value shows that it has
high enough confidence so as to make it nonredundant (see Tables 10 and 11).

Table 10. Subset of association rules obtained with yacaree on the ”Linux resources”
dataset

No. Association rule (Supp., Conf., Lift, Cboost)

2 ⇒ organizer (83.9, 83.9, 1.000, 1.982)

158 mygrades tracking ⇒ assessment organizer (4.6, 71.7, 1.888, 1.109)
287 mygrades tracking ⇒ assessment (5.0, 78.6, 1.818, 1.096 )

Table 11. Subset of association rules obtained with yacaree on the ”multimedia re-
sources” dataset

No. Association rule (Supp., Conf., Lift, Cboost)

1 ⇒ organizer (84.9, 84.9, 1.000, 2.421)

9 chat ⇒ discussion organizer (2.0, 77.6, 2.324, 1.283)
113 chat ⇒ discussion (2.2, 84.2, 1.954, 1.085)

The extra effort to be spent on the yacaree output is not that high compared
with the alternative algorithms. ChARM and Borgelt’s Apriori runs into the
same difficulties indicated for the reduced datasets, increased by the fact that
the number of rules is, with ChARM, 5610 in dataset2 and 1427 in dataset4, and
with Borgelt, 3751 in dataset2 and 1023 in dataset4, which include a considerable
number of rules whose only consequent is “organizer”. Intuitively, all of them are
pointing out to the fact that this item is so prevalent. Similarly, Weka Apriori
obtains over 7000 rules in dataset2 and 1442 in dataset4, of which the first
568 are implications of 100% confidence, 474 of which are again rules that only
have “organizer” as consequent. Predictive Apriori, beyond taking 45 minutes
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to complete, also generates a large amount of rules (which we limited to 10000
again); and again the first ones have as single consequent “organizer”, and the
next ones are long rules of very low support.

Results from the “linux materials” dataset We show in the Table 12 some
of the most relevant rules among the 40 rules, of which 16 are implications of
confidence 100%, selected by yacaree on this dataset. Such a limited output size
allows for easy inspection by the instructor.

Table 12. Subset of association rules obtained with yacaree on the “materials” dataset

No. Association rule (Supp., Conf., Lift, Cboost)

1 topic6 ⇒ topic-pdf (13.3, 1.0, 2.544, 2.544)
2 topic7 ⇒ topic-pdf (9.8, 1.0, 2.544, 2.500)

3 topic4 topic-pdf ⇒ topic5 (6.4, 76.5, 5.764, 2.266)
18 topic1 topic3 ⇒ topic2 (3.9, 72.7, 4.055, 1.377)

6 topic9 ⇒ topic10 topic-pdf (0.057, 1.0, 7.537, 1.917)
7 topic10 topic7 ⇒ topic8 topic-pdf (0.037, 1.0, 14.536, 1.875)
23 topic-pdf topic10 topic6 ⇒ topic8 (2.9, 66.7, 9.690, 1.286)

40 exam2 topic-pdf ⇒ topic10 (1.7, 77.8, 5.862, 1.167)

9 test2 ⇒ test1 test3 (4.9, 71.4, 13.844, 1.667)
10 test9 ⇒ test6 test7 test8 topic-pdf topic10 (2.5, 66.7, 27.133, 1.667)
14 test7 topic-pdf topic10 ⇒ test6 test8 test9 (2.5, 76.9, 31.308, 1.538)
23 test9 ⇒ test8 topic-pdf topic10 (3.4, 93.3, 23.742, 1.273)
28 test3 test4 ⇒ test5 topic-pdf (2.7, 73.3, 14.213, 1.222)

The rules show that the course is divided clearly in two parts, up to topic
and test number 5 and the followings (see rules 2 and 18 and 6, 7 and 23 as
well as the set of rules from 9 to 28). The instructor observed that not all topics
get really studied: some are worked out only through self-tests (set rule from
9 to 28 with a higher support than the corresponding to topic rules). He was
very interested by these rules: first, as many of them indicate that students do
not really study their assigned materials, but rather they undertake the tests
and only look at the study materials when they do not know the answer, hence
reversing the intended order of use of the materials; second, because they show
that the outdated, incomplete materials from the earlier edition of the course
(topic-pdf appears in most rules), which were thought of as a remedial offer for
cases of technical connectivity difficulties only, were actually used much more
than intended, even in sessions devoted to learning through self-tests. The first
seven rules shown in the table also seems to suggest that students checked at
what extent the contents of each topic differs from the old compiled version
and as it was easier to manage and carry out searches, they frequently used it
with tests. Another piece of interesting information, as judged by the teacher, is
the fact that the topics in the second half of the course were consulted in more
sessions than the first; this did match his perception that he had had to offer
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more “moral support” to students on the brink of failure towards the end of the
course. Rule 38 shows a good support for exam2, which is not the case for exam1;
in fact, the exams are one-shot events. This unexpected support for exam2 was
due to technical problems: half the students lost their connections and had to
reconnect later in order to finish their exams, accounting for a misleadingly high
number of sessions. (The instructor was surprised that our association rules could
detect this.).

With Coron’s ChARM many of the rules generated are somewhat redundant
variants of the rules found by yacaree. Many other rules are also found: essen-
tially, longish rules of confidence 100% (see Table 13). The task of browsing
through the hundreds of rules, however, is slow and not user-friendly, and we do
not believe a regular instructor would display enough patience to find out the
most instructive rules among those returned by the algorithm.

Table 13. Subset of association rules obtained with Coron’s ChARM implementation
on the “materials” dataset

No. Association rule (Supp. , Conf. )

6 topic7 topic9 topic10 topic-pdf ⇒ topic8 (1.23, 100.00)
7 topic7 topic8 topic9 topic-pdf ⇒ topic10 (1.23, 100.00)
8 topic7 topic8 topic9 topic10 ⇒ topic-pdf (1.23, 100.00)
9 topic7 topic9 topic-pdf ⇒ topic8 topic10 (1.23, 100.00)

65 test5 test7 test8 test9 topic10 topic-pdf ⇒ test6 (1.47, 100.00)
66 test5 test6 test8 test9 topic10 topic-pdf ⇒ test7 (1.47, 100.00)
67 test5 test6 test7 test9 topic10 topic-pdf ⇒ test8 (1.47, 100.00)

This objection also happens in Borgelt’s implementation and worsens with
the Weka Apriori, which produces 2272 rules, of which 1522 are again longish
implications of confidence 100%. Still, one can see that some of the rules having
several items as consequent subsume into a single line several rules that the
classical scheme separates into one rule per consequent item. Predictive Apriori
generates 1730 rules, of which the first handful are 100% confidence implications
with topic-pdf (the old material) as consequent, and the rest consists mostly of
rules of rather low support.

3 Conclusions

One of the drawbacks of some data mining algorithms is a dependence on suit-
able parameter settings which can be difficult for “non-expert data miners” to
determine. Another aspect is the degree of difficulty of interpretation of the re-
sults. Although the results obtained by association rule miners can be considered
easy to interpret by end-users, the large number of rules generated by the more
commonly used algorithms, most of which contain facts that, intuitively, will
be seen as redundant by users, makes their interpretation and comprehension
difficult.
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Our comparison of different associators shows that they are vastly different
in mere quantitative terms (already advanced in [8] and confirmed in this work);
most associators lead to voluminous output; on the other hand, yacaree provides
several dozen rules that may contain good knowledge yet will not overwhelm the
user.

The main question, then, is: are they “the right ones?” Our educational
datasets seem to require a low support threshold, but do include items of rather
high support; and this combination seriously hinders the ability of traditional
association miners to offer interesting output. On the other hand, the most
recent version of yacaree, which includes implications of confidence 100%, seems
particularly well-suited to these cases, and finds rules of both high and low
supports; and indeed we find that in most cases these rules “say different things”.
All our conclusions have been thoroughly discussed with the instructors of the
virtual courses to which the datasets refer.

Summarizing, we can say that yacaree offers several advantages for non-
expert data miners. First, it offers a parameter-less interface, which makes its
usage easier. Second, it generates a reduced number of rules, as it works with
closed frequent itemsets, mines only a rule basis, and prunes the rules through
the confidence boost parameter. Third, it shows the support, confidence, lift
and confidence boost in the output at the same time, which allows end-users to
better assess the rules, once these measures are conveniently explained.

The current (and previous) versions of yacaree present a limitation: by de-
fault, it sets up the number of output rules to 50; our study reveals that this con-
dition should be removed or, at least, relaxed. Previous versions did not search
for full implications, and only the latest current version (1.2.0) does; our studies
confirm that this must be maintained, as a number of interesting implications
for our external user were missed in previous versions.

As final conclusion, our interaction with the instructors involved in the vir-
tual courses analyzed indicates that the results of yacaree are superior, in the
case of analyzing datasets coming from logs of educational learning systems, in
comparison with the rest of the algorithms used in our case study. This program
can be freely downloaded from SourceForge, and a link has been provided in the
web page on FCA software kindly maintained by prof. Uta Priss.
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Abstract. Since its development attribute exploration was successfully
applied in different fields, proving itself as a strong tool for knowledge
acquisition. However, the disadvantage of this method is that it can be
applied only for binary data. The growing number of applications of fuzzy
logic in numerous domains including formal concept analysis makes it a
natural wish to generalise the powerful technique of attribute exploration
for fuzzy data. It is this paper’s purpose to fulfill this wish and present
a generalisation of attribute exploration to the fuzzy setting.
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1 Introduction

Attribute exploration, as introduced in [1], is a tool for knowledge discovery by
interactive determination of the implications holding between a given set of at-
tributes. This method is especially useful when the examples, objects having the
considered attributes, are infinite, hardly to enumerate or (partially) unknown.
The user is asked whether some implications (the smallest set of implications
from which all the other implications can be derived) hold. If the answer is affir-
mative, the next implication is considered. If, however, the implication is false,
the user has to provide a counterexample. This method assumes that the user can
distinguish between true and false implications and that he can provide coun-
terexamples for false implications. The result of the attribute exploration is a set
of implications which are true in general for the attributes under consideration
and a representative set of examples for the whole theory.

Attribute exploration was successfully applied in different areas of research,
for a brief overview see Subsection 2.1.

Formal fuzzy concept analysis goes back to [2, 3]. Its need arose by the fact
that objects can have attributes with some truth degree instead of either having
or not having them, reflecting that life is not just black and white. In such a
fuzzy setting one can also be interested in the implications between attributes.
These are formulas like A ⇒ B, where A and B are fuzzy sets of attributes.
Such implications can be interpreted in fuzzy contexts, meaning that if objects
have the attributes from A to at least the degree a, then they also have the at-
tributes from B to at least the degree b. Attribute implications in a fuzzy setting
were mainly developed and investigated by R. Belohlavek and V. Vychodil in
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a series of papers, see for example [4, 5]. Due to the large number of fuzzy at-
tribute implications in a formal fuzzy context, one is interested in the smallest
set of attribute implications, the so-called stem base, from which all the other
implications can be derived. The problem of determining the stem bases for the
crisp case was studied in [6], see also [1]. However, in the fuzzy setting these
stem bases need neither to be unique nor to exist. These facts split the problem
of fuzzy attribute exploration into two cases, as we will see in Sections 3 and 4.
We will show under which conditions an attribute exploration in a fuzzy setting
can be performed successfully. The research in attribute exploration in the fuzzy
setting is still at its beginning. We expect for it at least the same popularity in
applications as its crisp variant has gained.

The article is structured as follows: In Section 2 we give short introductions
to attribute exploration in the crisp setting, fuzzy sets and fuzzy logic, formal
fuzzy concept analysis and implications in such a setting. Section 3 first presents
how the stem bases can be computed in a fuzzy setting using the globalisation
and afterwards it focuses on attribute exploration in such a setting. In Section 4
we treat the same subject as in the section before but this time we use a general
hedge in the residuated lattice for the exploration. The last section contains
concluding remarks and further topics of research.

2 Preliminaries

2.1 Crisp Attribute Exploration

We assume basic familiarities with Formal Concept Analysis and refer the reader
to [1].

Attribute exploration ([1]) permits the interactive determination of the im-
plications holding between the attributes of a given context. However, there are
situations when the object set of a context is too large (possibly infinite) or
difficult to enumerate. With the examples (possibly none) of our knowledge we
build the object set of the context step-by-step. The stem base of this context
is built stepwise and we are asked whether the implications of the base are true.
If an implication holds, then it is added to the stem base. If however, an impli-
cation does not hold, we have to provide a counterexample. While performing
an attribute exploration we have to be able to distinguish between true and
false implications and to provide correct counterexamples for false implications.
This is a crucial point since the algorithm is naive and will believe whatever
we tell it. Once a decision was taken about the validity of an implication the
choice cannot be reversed. Therefore, the counterexamples may not contradict
the so-far confirmed implications. The procedure ends when all implications of
the current stem base hold in general. This way we obtain an object set which
is representative for the entire theory, theory which may also be infinite.

The following proposition justifies why we do not have to reconsider the
already confirmed implications:

Proposition 1. ([1]) Let K be a context and P1, P2, . . . , Pn be the first n pseudo-
intents of K with respect to the lectic order. If K is extended by an object g the
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object intent g↑ of which respects the implications Pi → P ↓↑i , i ∈ {1, . . . , n},
then P1, P2, . . . , Pn are also the lectically first n pseudo-intents of the extended
context.

As mentioned in the introductory section, attribute exploration was success-
fully applied in both theoretical and practical research domains. On the one hand
it facilitated the discovery of implications between properties of mathematical
structures, see for example [7–9]. On the other hand it was also used in real-life
scenarios, for instance in civil engineering ([10]), chemistry ([11]), information
systems ([12]), etc.

The algorithm is implemented in different formal concept analytical tools, as
for example in ConExp1 and Conexp-clj2.

There are also further variants of attribute exploration, for instance attribute
exploration with background knowledge for the case that the user knows in ad-
vance some implications between the attributes that hold ([13, 14]). Another
possibility is to perform concept exploration as presented in [15]. By replacing
the implications with Horn clauses from predicate logic one obtains the so-called
rule exploration developed in [16].

2.2 Fuzzy Sets and Fuzzy Logic

In this subsection we present some basics about fuzzy sets and fuzzy logic. The
interested reader may find more details for instance in [17, 3].

A complete residuated lattice with truth-stressing hedge (shortly,
a hedge) is an algebra L := (L,∧,∨,⊗,→,∗ , 0, 1) such that: (L,∧,∨, 0, 1) is a
complete lattice; (L,⊗, 1) is a commutative monoid; 0 is the least and 1 the
greatest element; the adjointness property, i.e., a⊗ b ≤ c⇔ a ≤ b→ c, holds for
all a, b, c ∈ L. The hedge ∗ is a unary operation on L satisfying the following:

i) a∗ ≤ a,

ii) (a→ b)∗ ≤ a∗ → b∗,
iii) a∗∗ = a∗,
iv)

∧
i∈I a

∗
i = (

∧
i∈I ai)

∗,

for every a, b, ai ∈ L (i ∈ I). Elements of L are called truth degrees, ⊗ and →
are (truth functions of) “fuzzy conjunction” and “fuzzy implication”. The hedge
∗ is a (truth function of) logical connective “very true”, see [17, 18]. Properties
(i)-(iv) have natural interpretations, i.e., (i) can be read as “if a is very true,
then a is true”, (ii) can be read as “if a→ b is very true and if a is very true, then
b is very true”, etc. From the mathematical point of view, the hedge operator is
a special kernel operator which controls the size of the fuzzy concept lattice.

A common choice of L is a structure with L = [0, 1], ∧ and ∨ being minimum
and maximum, ⊗ being a left-continuous t-norm with the corresponding→. The

1 http://conexp.sourceforge.net/
2 http://daniel.kxpq.de/math/conexp-clj/
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three most important pairs of adjoint operations on the unit interval are:

Lukasiewicz: a⊗ b := max(0, a + b− 1) with a→ b := min(1, 1− a + b),

Gödel: a⊗ b := min(a, b) with a→ b :=

{
1, a ≤ b
b, a � b

,

Product: a⊗ b := ab with a→ b :=

{
1, a ≤ b
b/a, a � b

.

Typical examples for the hedge are the identity, i.e., a∗ := a for all a ∈ L, and
the globalization, i.e., a∗ := 0 for all a ∈ L \ {1} and a∗ := 1 if and only if a = 1.

Let L be the structure of truth degrees. A fuzzy set (L-set) A in a uni-
verse U is a mapping A : U → L, A(u) being interpreted as “the degree
to which u belongs to A”. If U = {u1, . . . , un}, then A can be denoted by
A = {a1/u1, . . . ,

an /un} meaning that A(ui) equals ai for each i ∈ {1, . . . , n}.
Let LU denote the collection of all fuzzy sets in U . The operations with fuzzy
sets are defined component-wise. For example, the intersection of fuzzy sets
A,B ∈ LU is a fuzzy set A ∩ B in U such that (A ∩ B)(u) = A(u) ∧ B(u) for
each u ∈ U , etc. Binary fuzzy relations (L-relations) between G and M can be
thought of as fuzzy sets in the universe G×M . For A,B ∈ LU , the subsethood
degree is defined as

S(A,B) :=
∧

u∈U
(A(u)→ B(u)),

which generalises the classical subsethood relation ⊆. Therefore, S(A,B) repre-
sents a degree to which A is a subset of B. In particular, we write A ⊆ B iff
S(A,B) = 1.

2.3 Formal Fuzzy Concepts and Concept Lattices

In the following we give brief introductions to Formal Fuzzy Concept Analysis
[2, 3].

A triple (G,M, I) is called a formal fuzzy context if I : G×M → L is
a fuzzy relation between the sets G and M and L is the support set of some
residuated lattice. Elements from G and M are called objects and attributes,
respectively. The fuzzy relation I assigns to each g ∈ G and each m ∈ M the
truth degree I(g,m) ∈ L to which the object g has the attribute m. For fuzzy
sets A ∈ LG and B ∈ LM the derivation operators are defined by

A↑(m) :=
∧

g∈G
(A(g)∗ → I(g,m)), B↓(g) :=

∧

m∈M
(B(m)→ I(g,m)), (1)

for g ∈ G and m ∈ M . Then, A↑(m) is the truth degree of the statement “m
is shared by all objects from A” and B↓(g) is the truth degree of “g has all
attributes from B”. The operators ↑,↓ form a so-called Galois connection with
hedges ([19]). A formal fuzzy concept is a tuple (A,B) ∈ LG×LM such that
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A↑ = B and B↓ = A. Then, A is called the (fuzzy) extent and B the (fuzzy)
intent of (A,B). We denote the set of all fuzzy concepts of a given context
(G,M, I) by B(G∗,M, I). Concepts serve for classification. Consequently, the
super- and subconcept relation plays an important role. A concept is called
superconcept of another if it is more general, i.e., if it contains more objects. More
formally, (A1, B1) is a subconcept of (A2, B2), written (A1, B1) ≤ (A2, B2), iff
A1 ⊆ A2 (iff B1 ⊇ B2). Then, we call (A2, B2) the superconcept of (A1, B1).
The set of all fuzzy concepts ordered by this concept order forms a complete fuzzy
lattice (with hedge), the so-called fuzzy concept lattice which is denoted by
B(G∗,M, I) := (B(G∗,M, I),≤), see [20].

The fuzzy lectic order ([21]) is defined as follows: Let L = {l0 < l1 < · · · < ln}
be the support set of some residuated lattice. For a := (i, j) and b := (h, k), where
a, b ∈M × L, we write

a ≤ b :⇐⇒ (i < h) or (i = h and lj ≥ lk).

For B ∈ LM and (i, j) ∈M × L we define

B ⊕ (i, j) := ((B ∩ {1, 2, . . . , i− 1}) ∪ {aj/i})↓↑.

Furthermore, for B,C ∈ LM define

B <(i,j) C :⇐⇒ B ∩ {1, . . . , i− 1} = C ∩ {1, . . . , i− 1} and B(i) < C(i) = aj .

We say that B is lectically smaller than C, written B < C, if B <(i,j) C for
some (i, j). As in the crisp case we have that B+ := B⊕ (i, j) is the least intent
which is greater than a given B with respect to < and (i, j) is the greatest with
B <(i,j) B ⊕ (i, j).

Example 1. Consider the formal fuzzy context (G,M, I) given in Figure 1. Us-
ing the Lukasiewicz logic with the identity as hedge we obtain 15 formal fuzzy
concepts. For example ({Mo, T,0.5 /W}, {c, r}) is a fuzzy concept. We could
name it the concept of cold and rainy days because of its intent. Then, Mon-
day, Tuesday and partially Wednesday belong to this concept, i.e., they are cold
and rainy days. Another example is ({0.5/W, Th, F}, {w}) which corresponds to
warm days. Yet another example are the warm and partially rainy days given
by ({0.5/W, Th,0.5 /F}, {w,0.5 /r}). The fuzzy concept lattice is displayed on the
left side in Figure 2. For better legibility we did not use all the labels. Using the
globalisation instead of the identity, we obtain 10 formal fuzzy concepts which
are displayed on the right in Figure 2. The concepts obtained through the global-
isation need not be a subset of those obtained with the identity. In this example
this case does not appear. Using the Gödel structure one obtains 13 concepts
with the identity and 10 with the globalisation.

2.4 Fuzzy Implications and Non-redundant Bases

As already mentioned, fuzzy implications were studied in a series of papers by
R. Belohlavek and V. Vychodil, for instance in [4, 5].
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warm (w) cold (c) rainy (r)

Monday (Mo) 0 1 1
Tuesday (T) 0 1 1

Wednesday (W) 0.5 0.5 1
Thursday (Th) 1 0 0.5

Friday (F) 1 0 0

Fig. 1. Example of a fuzzy formal context

0.5/c

r

c

Mo, T W

Th

F

0.5/r

r,0.5 /c

c

Mo, T W Th

F

0.5/r

0.5/w

w

0.5/w

w

Fig. 2. Formal fuzzy concept lattices

A fuzzy attribute implication (over the attribute set M) is an expression
A⇒ B, where A,B ∈ LM . The verbal meaning of A⇒ B is: “if it is (very) true
that an object has all attributes from A, then it also has all attributes from B”.
The notions “being very true”, “to have an attribute”, and logical connective
“if-then” are determined by the chosen L. For a fuzzy set N ∈ LM of attributes,
the degree ||A⇒ B||N ∈ L to which A⇒ B is valid in N is defined as

||A⇒ B||N := S(A,N)∗ → S(B,N).

If N is the fuzzy set of all attributes of an object g, then ||A ⇒ B||N is the
truth degree to which A ⇒ B holds for g. For a set N ⊆ LM , the degree
||A⇒ B||N ∈ L to which the implication A⇒ B holds in N is defined by

||A⇒ B||N :=
∧

N∈N
||A⇒ B||N .

For a fuzzy context (G,M, I), let Ig ∈ LM (g ∈ G) be a fuzzy set of attributes
such that Ig(m) = I(g,m) for each m ∈ M . Clearly, Ig corresponds to the row
labelled g in (G,M, I). The degree ||A⇒ B||(G,M,I) ∈ L to which A⇒ B holds
in (each row of) K = (G,M, I) is defined by

||A⇒ B||K = ||A⇒ B||(G,M,I) := ||A⇒ B||N ,
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where N := {Ig | g ∈ G}. Denote by

Int(G∗,M, I) := {B ∈ LM | (A,B) ∈ B(G∗,M, I) for some A}

the set of all intents of B(G∗,M, I). Since N ∈ LM is the intent of some concept
if and only if N = N↓↑, we have Int(G∗,M, I) = {N ∈ LM | N = N↓↑}.
The degree ||A ⇒ B||B(G∗,M,I) ∈ L to which A ⇒ B holds in (the intents of)
B(G∗,M, I) is defined by

||A⇒ B||B(G∗,M,I) := ||A⇒ B||Int(G∗,M,I).

Lemma 1. ([22]) Let (G,M, I) be a fuzzy context. Then,

||A⇒ B||(G,M,I) = ||A⇒ B||B(G∗,M,I) = S(B,A↓↑)

for each fuzzy attribute implication A⇒ B.

Example 2. Consider once again the fuzzy context given in Figure 1. Using the
Lukasiewicz logic and the globalisation as the hedge we have ||c⇒ r||(G,M,I) = 1,
i.e., this is a true implication. However, in the fuzzy case, there are implications
which are valid to a certain degree different from 1, for instance we have the
implication ||c ⇒ {0.5/w, r}||(G,M,I) = 0.5. We obtain the same truth value
for these implications also by using the identity. Consider the Gödel logic with
the globalisation. For example, we have the implication ||w, r ⇒ c||(G,M,I) = 1
but using the identity this implication holds with the truth value 0. This is
due to the fact that we have {w, r}↓↑ = {w, r, c} with the globalisation and
{w, r}↓↑ = {w, r} with the identity.

Due to the large number of implications in a fuzzy and even in a crisp formal
context, one is interested in the stem base of the implications. The stem base
is a set of implications which is non-redundant and complete. The problem for
the fuzzy case was studied in [5, 22, 23]. Neither the existence nor the uniqueness
of the stem base for a given fuzzy context is guaranteed in general. How these
problems can be overcome is the topic of the rest of this subsection. For a more
detailed description we refer the reader to the papers cited above.

Let T be a set of fuzzy attribute implications. A fuzzy attribute set N ∈ LM

is called a model of T if ||A ⇒ B||N = 1 for each A ⇒ B ∈ T . The set of all
models of T is denoted by Mod (T ), i.e.,

Mod (T ) := {N ∈ LM | N is a model of T}.

The degree ||A ⇒ B||T ∈ L to which A ⇒ B semantically follows from T is
defined by ||A⇒ B||T := ||A⇒ B||Mod(T ). T is called complete (in (G,M, I))
if ||A ⇒ B||T = ||A ⇒ B||(G,M,I) for each A ⇒ B. If T is complete and no
proper subset of T is complete, then T is called a non-redundant basis.

Theorem 1. ([5]) T is complete iff Mod (T ) = Int(G∗,M, I).

As in the crisp case the stem base of a given fuzzy context can be obtained
through the pseudo-intents.
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Definition 1. P ⊆ LM is called a system of pseudo-intents if for each
P ∈ LM we have:

P ∈ P ⇐⇒ (P 6= P ↓↑ and ||Q⇒ Q↓↑||P = 1 for each Q ∈ P with Q 6= P ).

For each (G,M, I) there exists a unique system of pseudo-intents, if ∗ is the
globalisation and M is finite (this does not hold for the other hedges in general).

Theorem 2. ([22]) T := {P ⇒ P ↓↑ | P ∈ P} is complete and non-redundant.
If ∗ is the globalization, then T is unique and minimal.

3 Fuzzy Attribute Exploration with Globalisation

Attribute exploration is a very powerful tool. However, its theoretical basis lies
in Proposition 1 which represents its key to success. Thus, the crucial step is to
generalise this proposition to the fuzzy setting. After developing the theoretical
ingredients for a successful attribute exploration in a fuzzy setting, we turn our
attention to its practical parts. First, we develop an appropriate algorithm for
this technique and afterwards illustrate the method by an example.

In case we choose for ∗ the globalisation, then the formalisation of pseudo-
intents from Definition 1 becomes: P ⊆ LM is a system of pseudo-intents if

P ∈ P ⇐⇒ (P 6= P ↓↑ and Q↓↑ ⊆ P for each Q ∈ P with Q & P ). (2)

Theorem 3. ([22]) Let L be a residuated lattice with globalization. Then, for
each (G,M, I) with finite M there is a unique system of pseudo-intents P given
by (2).

For Z ∈ LM we put

ZT∗
:= Z ∪

⋃
{B ⊗ S(A,Z)∗ | A⇒ B ∈ T and A 6= Z},

ZT∗
0 := Z,

ZT∗
n := (ZT∗

n−1)T
∗
, for n ≥ 1,

where B ⊗ S(A,Z)∗ is computed component-wise, and we define an operator
clT∗ on L-sets in M by

clT∗ (Z) :=

∞⋃

n=0

ZT∗
n .

Theorem 4. ([5]) If ∗ is the globalisation, then clT∗ is an L∗-closure operator
and

{clT∗ (Z) | Z ∈ LM} = P ∪ Int(X∗, Y, I).

According to this theorem, if ∗ is the globalisation, then we can obtain all
intents and all pseudo-intents of a given fuzzy context by computing the fixed
points of clT∗ . In [5] an algorithm for the computation of all intents and all
pseudo-intents in lectic order was proposed. Therefore, the following result holds:
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Proposition 2. Let L be a residuated lattice with hedge and let ∗ be the glob-
alisation. Further, let P be the unique system of pseudo-intents of the fuzzy
context (G,M, I) such that P1, P2, . . . , Pn ∈ P are the first n pseudo-intents in
P with respect to the lectic order. If (G,M, I) is extended by an object g the

object intent g↑ of which respects the implications Pi → P ↓↑i , i ∈ {1, . . . , n},
then P1, P2, . . . , Pn remain the lectically first n pseudo-intents of the extended
context.

Proof. Easy, by induction on the number of pseudo-intents in P.

With this result we are able to generalise the attribute exploration algorithm
to the fuzzy setting, as displayed below.

(1) L := ∅; A := ∅
(2) if (A = A↓↑)
(3) then add A to Int(K)
(4) else Ask expert whether ||A⇒ A↓↑||K = 1
(5) If yes, add A⇒ A↓↑ to L
(6) else ask for counterexample g and add it to K
(7) end if
(8) do while (A 6= M)
(9) for i = n, . . . , 1 and for l = maxL, . . . ,minL with A(i) < l do

(10) B :=clT∗ (A)
(11) if (A↘ i = B ↘ i) and (A(i) < B(i)) then
(12) A := B
(13) if (A = A↓↑)
(14) then add A to Int(K)
(15) else Ask expert whether ||A⇒ A↓↑||K = 1
(16) If yes, add A⇒ A↓↑ to L
(17) else ask for counterexample g and add it to K
(18) end if
(19) end if
(20) end for
(21) end do

Fig. 3. Algorithm for attribute exploration with globalisation

The first intent or pseudo intent is the empty set. If it is an intent, add it to
the set of intents of the context. Otherwise, ask the expert whether the impli-
cation is true in general. If so, add this implication to the stem base else ask
for a counterexample and add it to the context (line 2− 6). Until A is different
from the whole attribute set, repeat the following steps: Search for the largest
attribute i in M with its largest value l such that A(i) < l. For this attribute
compute its closure with respect to the clT∗ -closure operator and check whether
the result is the lectically next intent or pseudo-intent (line 9 − 12). Thereby,
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A↘ i := A ∩ {1, . . . , i− 1}. If the result is an intent, add it to the set of intents
(line 13 − 14), otherwise ask the user whether the implication provided by the
pseudo-intent holds. If the implication holds, add it to the stem base otherwise
ask the user for a counterexample (line 15− 17).

The algorithm generates interactively the stem base of the formal fuzzy con-
text. As in the crisp case we enumerate the intents and pseudo-intents in the
lectic order. Hence, we go through the list of all such elements. Due to Propo-
sition 2 we are allowed to extend the context by objects whose object intents
respect the already confirmed implications. This way, the pseudo-intents already
used in the stem base do not change. Hence, the algorithm is sound and correct.

Example 3. We want to explore the size and distance of the planets. We include
some of them into the object set and obtain the context given in Figure 4. In this
example we will be using the Lukasiewicz logic with the globalisation as hedge.

small (s) large (l) far (f) near (n)

Earth 1 0 0 1
Mars 1 0 0.5 1
Pluto 1 0 1 0

Fig. 4. Initial context

We start the attribute exploration. The first pseudo-intent is ∅ and we are
asked

All objects have the attribute s to degree 1?

This is of course not true and we provide a counterexample:

small (s) large (l) far (f) near (n)

Jupiter 0 1 1 0.5

The next pseudo-intent is n and we are asked

Objects having attribute n to degree 1 also have attribute s to degree 1?

This is a true implication and we confirm it. The next pseudo-intent is {f,0.5 /n}
which yields the following question:

Objects having attribute f and n to degree 1 and 0.5, respectively,
also have attribute l to degree 1?

This is a true implication and we confirm it. The algorithm proceeds with

Objects having attribute l to degree 0.5 also have the attributes
l, f, n to degree 1, 1, 0.5, respectively?

This implication is not true for our planet system and we give a counterexample:



124 C.V. Glodeanu

small (s) large (l) far (f) near (n)

Uranus 0.5 0.5 1 0

The following four implications are true, so we will confirm them:

0.5/l⇒ f,

l, f ⇒0.5 /n,
0.5/s,0.5 /n⇒ s, n,

s,0.5 /l, f ⇒ l, n.

And the attribute exploration has stopped. Now we have an extended formal
fuzzy context, namely the one containing Jupiter and Uranus besides the ob-
jects given in Figure 4. Note that we did not have to include all the planets
into the object set, just a representative part of them. The other planets with
their attributes are displayed in Figure 5. These objects contain just redundant
information and the knowledge provided by them is already incorporated into
the stem base of the extended context.

small (s) large (l) far (f) near (n)

Mercury 1 0 0 1
Venus 1 0 0 1
Saturn 0 1 1 0.5

Neptune 0.5 0.5 1 0

Fig. 5. Superfluous planets

4 Fuzzy Attribute Exploration with General Hedges

As the title of this section suggests, we will now turn our attention to attribute
exploration with general hedges. After introducing the necessary background
information, we will focus on the exploration. As it turns out, there are several
obstacles that make a straight-forward generalisation of attribute exploration
in such a setting impossible. At the end of the section we will discuss which
approaches may lead to a successful exploration. However, it is also an open
question whether an exploration in such a setting is desirable.

The computation of the systems of pseudo-intents for general hedges was
studied in [23]. For a fuzzy context (G,M, I) we compute the following:

V := {P ∈ LM | P 6= P ↓↑}, (3)

E := {(P,Q) ∈ V × V | P 6= Q and ||Q⇒ Q↓↑||P 6= 1}. (4)
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In case of a non-empty V , G := (V,E ∪ E−1) is a graph. For Q ∈ V , P ⊆ V
define the following subsets of V :

Pred (Q) := {P ∈ V | (P,Q) ∈ E},
P red (P) :=

⋃

Q∈P
Pred (Q).

Described verbally, Pred (Q) is the set of all elements from V which are prede-
cessors of Q (in E). Pred (P) is the set of all predecessors of any Q ∈ P.

We will compute the systems of pseudo-intents through maximal independent
sets. Therefore, the following result is useful:

Lemma 2. ([23]) Let ∅ 6= P ⊆ LM . If V \ P =Pred (P), then P is a maximal
independent set in G.

The next theorem characterises the systems of pseudo-intents of a fuzzy con-
text using general hedges:

Theorem 5. ([23]) Let P ⊆ LM . P is a system of pseudo-intents if and only if
V \ P = Pred(P).

It is well-known that the maximal independent sets of a graph can be effi-
ciently enumerated in lexicographic order with only polynomial delay between
the output of two successive independent sets ([24]). In [25] it was shown that
the pseudo-intents cannot be enumerated in lexicographic order with polynomial
delay unless P = NP. These two results do not contradict each other because
they address different issues. The first one in encountered when we enumerate
the maximal independent sets of the graph G which is the input of the cor-
responding algorithm. These sets correspond to the systems of pseudo-intents.
Whereas the result from [25] is for the globalisation and takes as input a formal
context enumerating its pseudo-intents.

In the following we will exemplify the computation of the systems of pseudo-
intents. Afterwards, we illustrate how an attribute exploration with general
hedge could be performed.

Example 4. We start with a very simple example. Let ({g}, {a, b}, I) be the
formal fuzzy context with I(g, a) = 0.5 and I(g, b) = 0. Further, we use the
three-element Lukasiewicz chain with ∗ being the identity. First, we compute V
as given by (3) and obtain

V = {{0.5/a,0.5 /b}, {0.5/b}, {}, {0.5/a, b}, {b}, {a}}.
Afterwards, we compute the binary relation E as given by (4) which is displayed
in Figure 6. Considering the undirected diagram of Figure 6 we obtain the graph
G. There, we have four maximal independent sets, namely

P1 = {{}, {0.5/a, b}, {a}},
P2 = {{0.5/b}, {a}},
P3 = {{b}, {a}},
P4 = {{0.5/a,0.5 /b}, {a}}.
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P1 and P3 do not satisfy the condition of Theorem 5 and are therefore not

{0.5/a,0.5 /b}

{0.5/b}

{}

{0.5/a, b}

{b} {a}

Fig. 6. Binary relation E for (G,M, I)

systems of pseudo-intents. P2 and P4 do satisfy this condition and hence they
are systems of pseudo-intents yielding the stem bases displayed in Figure 7.

T2 T4

(1) 0.5/b ⇒ a (3) 0.5/a,0.5 /b ⇒ a
(2) a ⇒0.5 /b (4) a ⇒0.5 /b

Fig. 7. Stem bases

Now we could start an attribute exploration, for instance in T2. The algorithm
would ask us:

Objects having attribute b to degree 0.5 also have attribute a to degree 1?

Let us answer this question affirmatively. The next question is:

Objects having attribute a to degree 1 also have attribute b to degree 0.5?

We deny this implication and provide a counterexample, namely the object h
with I(h, a) = 1 and I(h, b) = 0. This counterexample obviously respects the
already confirmed implication so the context is extended by the new object h.
For this extended context we can compute the sets V and E. The binary relation
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{0.5/a,0.5 /b}

{}{0.5/b} {b} {0.5/a, b}

Fig. 8. Binary relation E for the extended context

E for the extended context is given in Figure 8. From this graph we obtain four
maximal independent sets, three of which form systems of pseudo-intents. The
stem bases which they induce are displayed in Figure 9. At the beginning we

T p
2 T pp

2 T ppp
2

(5) 0.5/b ⇒ a (6) {} ⇒0.5 /a (8) {b} ⇒ a
(7) 0.5/a, b ⇒ b

Fig. 9. Stem bases of the extended context

have confirmed implication (1) from Figure 7. However, this implication is now
not present any more in the stem bases T pp

2 and T ppp
2 . This is also reflected in

the stem base T4. Even though the counterexample respects implication (3), the
pseudo-intent belonging to this implication also disappears.

Concluding, by extending the context with objects which respect the already
confirmed implications, the latter may disappear from the stem base of the
extended context. Hence, we do not have an analogon of Proposition 2 for general
hedges.

The attribute exploration with general hedges raises a lot of questions and
open problems. First of all it is unclear whether such an exploration is desirable.
We have more than one stem base for a context. These bases are equally pow-
erful with respect to their expressiveness. The major problem however is how
to perform an attribute exploration successfully. It is an open problem how to
enumerate the pseudo-intents obtained by general hedges such that the already
confirmed implication still remain in the stem base of the extended context. One
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could for instance make some constraints on the counterexamples. However, such
an approach is not in the spirit of attribute exploration.

5 Conclusion

We presented a generalisation of attribute exploration to the fuzzy setting. The
problem is two-sided. If one uses the globalisation in the residuated lattice, the
stem base is unique. For such a setting the results regarding the exploration
from the crisp case can be transferred without problems and one can perform
successfully an attribute exploration with attributes having fuzzy values. Us-
ing hedges different from the globalisation one obtains more than one system
of pseudo-intents. This alone would not cause such a big problem. The major
difficulty comes with the fact that the already confirmed pseudo-intents are not
necessarily pseudo-intents of the extended context. This is therefore an open
problem, how to perform an attribute exploration using a general hedge.

In the future we will focus on the problem regarding the general hedge and
on extensions of this method, as for instance on fuzzy attribute exploration with
background knowledge. There, the user can enter in advance some implications
which he/she knows to hold between the attributes. Using such background
knowledge one usually has to provide less examples and answer to fewer ques-
tions.

We are expecting that the method will have many practical applications, as
its crisp variant has. Therefore, we will also focus on applications using attribute
exploration in a fuzzy setting.
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20. Belohlávek, R., Vychodil, V.: Fuzzy concept lattices constrained by hedges. JACIII
11(6) (2007) 536–545
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Abstract. There was presented a list of open problems in the Formal
Concept Analysis area at the conference ICFCA 2006. The problem num-
ber seven deals with the semantics of the clone items. Namely, for whom
can clone items make sense and for whom can make sense the item,
which can cause, that clones disappear in the collection of itemsets. In
this paper we propose the semantics behind clone items with the couple
of examples. Definition of the clone items is very strict and theirs use
could be very limited in the real datasets. We introduce method, how to
deal with items, which properties are very near to the clones. We also
have a look on the items, which causes the disappearing of the clones, or
decrease (increase) the degree of property ”to be clone”. In the experi-
ment part we analyze some known datasets from the clone items point of
view. The results bring a couple of new questions for the future research.

Keywords: formal concept analysis, clone items

1 Introduction

This paper is structured as follows: The first part, which is actually cited from
the source, where the problem were defined [2] describes and defines the whole
problem - the semantics of the clone items. In the second part is proposed the
semantics of the clone items by putting the problem into the other point of
view. There is also a discussion here, about another possible definitions of the
clones as presented in [1]. In this part three comprehensive examples can be
found. The third part tries to set a quite new approach to the clone items.
The attributes, which are not clones, but they have properties very close to
clones are considered. A nearly clones are defined. In this part some results from
the introductory experiments about the clones and nearly clones are presented.
Finally, the conclusion is divided in two parts - conclusion of defined problem
and conclusion of other proposed issues.
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2 The Problem Setting

The proposed problem of the semantics of the clone items were proposed and
defined in [2] as follows: Let J be a set of items x1, ..., x|J|, let F be a collection
of subsets of J and let ϕa,b be the mapping ϕa,b : 2J → 2J defined by following
formula:

X → ϕa,b(X) =





(X\{a}) ∪ {b} if b /∈ X and a ∈ X
(X\{b}) ∪ {a} if a /∈ X and b ∈ X
X elsewhere

It means swapping items a and b, which are called clone items in F iff for any
F ∈ F , we have ϕa,b(F ) ∈ F . A Clone-free collection is, if it does not contain
any clone items.

Let (X,Y, I) be a formal context such that attributes a ∈ Y and b ∈ Y are
not clones. Consider the formal sub-context (X,Z, I), where Z ⊂ Y , such that a
and b are clone in (X,Z, I). Let c ∈ Y \Z such that a and b are no longer clone
in (X,Z ∪ {c}, I). Attributes a and b has symmetrical behaviour in (X,Z, I),
but this behaviour is lost when we add the attribute c to the formal context.
The following question are asked:

1. Does such symmetrical behaviour of a and b make sense for someone?
2. Does it make the sense, that such symmetrical behaviour disappears, when

the attribute c is added?
3. What is semantics behind the attributes a, b, and c?

3 Semantics behind Clones

3.1 Semantics behind Clones - Auxiliary Formal Definitions

The collection of itemsets will be defined as a formal context (X,Y, I), where X
is a set of objects and Y is a set of attributes. Objects and attributes are related
by I ⊆ X×Y , which means, that the object x ∈ X has the attribute y ∈ Y . For
A ⊆ X, B ⊆ Y and formal context (X,Y, I) we define operators

A↑I = {y ∈ Y | for each x ∈ X : 〈x, y〉 ∈ I}
B↓I = {x ∈ X | for each y ∈ Y : 〈x, y〉 ∈ I}

The two given attributes a, b ∈ Y will be investigated, whether are clones or not.
For this purpose the pivot table will be defined as the relation R ⊆ P × N ,
where P = {a, b} ⊆ Y and N is a set of all Nj , where j ∈ [1; |N |]. Nj ∈ N
represents the set of attributes Nj = {x}↑I ∩ (Y \P ) for each x ∈ X such that
{a, b} ∩ {x}↑I 6= ∅ and {a, b} * {x}↑I . The investigated attributes a, b ∈ P ⊆ Y
will be named the pivot attributes and all other considered attributes, hence

n ∈ ⋃|N |
j=1Nj , we denote as the non-pivot attributes. Nj is a set generated

by pivot attributes (or shortly the generated set). The pivot table has two
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rows. The ”cross” × in pivot table will represent the fact, that in the formal
context there exists at least one row, where the investigated attribute a (or b
respectively) appears together with the attributes in the particular Nj . Formally,

〈a,Nj〉 ∈ R iff in context (X,Y, I) exists x ∈ X such that x↑I = {a} ∪Nj ,

〈b,Nj〉 ∈ R iff in context (X,Y, I) exists x ∈ X such that x↑I = {b} ∪Nj .

Based on pivot attributes, non-pivot attributes and formal context (X,Y, I)
consider pivot table which is as new formal context (P,N , R) with operators
for C ⊆ P and D ⊆ N defined as follows

C↑R = {Ni ∈ N | for each p ∈ P : 〈p,Nj〉 ∈ R},
D↓R = {p ∈ P | for each Ni ∈ N : 〈p,Nj〉 ∈ R}

In the pivot table (P,N , R) we are trying to find whether {a}↑R = {b}↑R . In

a b n1 n2 n3

x1 × × ×
x2 × × ×
x3 × × ×
x4 × × ×
x5 × × ×
x6 × × ×
x7 × × × ×
x8 × × × ×
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(i) Formal context (ii) Pivot table (iii) Formal context (iv) Pivot table
(X,Z, I) (P,N , R) (X,Z ∪ {c}, Ic) (P,Nc, Rc)

Fig. 1. Formal context and pivot tables with and without clones

other words, we want to know, whether the attribute a appears in given formal
context with the same combination of other attributes, as b appears (in the same
formal context). If yes, the pivot attributes a, b in context (X,Y, I) generates the
same generated sets. In other words, a, b are not unique with respect to the non-
pivot attributes. Such attributes we call clones. When {a}↑R 6= {b}↑R , attributes
a, b are unique with respect to the non-pivot attributes, because generates at least
one different generated set. The attribute c ∈ Y , which makes a, b unique with
respect to generated sets is called the originality factor of a, b. In Figure 1 we
show examples of the contexts and pivot tables with clones or with the originality
factor respectively. By introducing the pivot table, the whole problem have been
put to the other point of view. The proposed semantics will be explained based
on the previous definitions.
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3.2 Discussion and Remarks

Before the comprehensive examples will be proposed, it is necessary to discuss
previous auxiliary definition of the clones using the pivot table. There are couple
of problems mainly dealing with ambiguity of the pivot table definition with
respect to the various definitions of the clones used by the several authors in
the other works. In the pivot table definition the set Nj ∈ N is defined as
Nj = {x}↑I ∩ (Y \P ) for each x ∈ X such that

1. {a, b} ∩ {x}↑I 6= ∅ and
2. {a, b} * {x}↑I .

The first condition tells, that we ignore the itemsets (rows), where neither a
nor b is present. Such items are not interesting when we investigate whethe a and
b are clones, so we will ignore them when the pivot table is defined. The second
condition excludes itemsets, where we have the both pivot attributes a and b
and the question is: Why we exclude such itemsets from pivot table, when we
can see it in original definition of the clone items? Recall the original definition
of the clones:

X → ϕa,b(X) =





(X\{a}) ∪ {b} if b /∈ X and a ∈ X
(X\{b}) ∪ {a} if a /∈ X and b ∈ X
X elsewhere

Items a and b, which are called clone items in F iff for any F ∈ F , we have
ϕa,b(F ) ∈ F . So we need to have the original itemset and swapped itemset as
well in the whole collection of itemsets. In definition of ϕ are interesting the
rows 1 and 2. The row 3 is only technical condition. It means, that fulfillment
of swapping condition of itemsets, which does not contain any of a or b or con-
versely, when it contains both, is trivial. So we could add them in the pivot
table by skipping the condition {a, b} * {x}↑I , but we consider such informa-
tion redundant and hence useless. However, the semantics of the clones remains
unchanged. But on the other side, it can influence the value of the degree of
clones dI(a,b) (which will be defined later). In such case we need to investigate,
which definition would be more precise for the user. The basic idea of our se-
mantics of clones (and nearly clones defined later as well) is, of how original are
items a and b in the whole collection of itemsets. The itemsets which does not
include either a or b will not tell us anything about originality of such items, the
itemsets which include both as well.

The other point for the discussion comes from the problem number six (pre-
sented in [2]), which deals with the size of a clone-free Guigues-Duquenne basis.
Namely, whether the clone items are responsible for the combinatorial explo-
sion of some Guigues-Duquennes basis. The Guigues-Duquennes basis is non-
redundant. All other attribute implications, which holds in given context, can
be derived from this base. In the paper [1] there are presented some partial re-
sults, which includes definitions and propositions dealing with the clones. The
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clones are defined with respect to pseudo-closed sets in the collection of the
closed itemsets. The one of the basic results is, that in order to detect clone
items, one has to consider meet-irreducible itemsets only (for details see [1]).
The definition of the clone items given in [2] is defined in more general manner.
It is based not only on the pseudo-closed itemset collection, but it is defined for
arbitrary collection of itemsets. This fact can cause, that two items may not ap-
pear as clone according the definition in [2], but the are still clones in definition
according to [1]. In the rest of the paper there will be considered the definition
used in [2] only. However, the proposed semantics would be slightly modified,
when we would need to use it in the meaning of [1].

The other important part is to compare proposed solution with other at-
tempts or solutions, but the author has no information either about such at-
tempts or about some real solutions. Hence, according to the author’s best
knowledge, the author’s proposed solution seems to be novel.

3.3 Semantics behind Clones - Examples

In this part we would like to show on couple of examples, how the clone items
and the originality factor can be used. The originality factor can be desired under
some conditions, but undesired under the other conditions. Inall examples the
same formal context and the pivot tables will be used, but always with the dif-
ferent meaning of the objects and attributes. The Table 1 represents the original
formal context (X,Z, I) with the clones a and b and it also represents the formal
context (X,Z ∪ {c}), where the originality factor c is added. The corresponding
pivot tables (P,N , R) and (P,Nc, Rc) can be seen in the Table 2. A labeling of
the objects and the pivot attributes is done according to the particular sets X
and Y defined in each example below.

The sales analysis Let X = {Customer1, . . . , Customer8} be a set of cus-
tomers and the set of attributes is defined as Y = {Man,Woman, n1, n2, n3, c}.
The attributesMan andWoman represents the sex of customer and the other at-
tributes represents the products bought by each customer. The following formal
contexts represents a marketing research of the sales company (the customers and
theirs attributes). In the formal context (X,Z, I) attributes Man and Woman
are clones. In the pivot table (P,N , R) attributes Man and Woman are pivot
attributes and nj is product bought by customer. On the other hand, in the
formal context (X,Z ∪ {c}) and the corresponding pivot table (P,Nc, Rc) the
attributes Man and Woman are no longer clones and the attribute c (Product
c) is the originality factor in this case. Namely, for the itemset {Man, n1, n3, c}
there is no corresponding itemset {Woman, n1, n3, c}.

How can this information be used for the marketing department? Imagine,
that the sales company wants to create packages based on the marketing re-
search. These packages should consist of the particular products nj . In the first
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Customer 1 / Animal 1 / Organism 1 × × × ×
Customer 2 / Animal 2 / Organism 2 × × × ×
Customer 3 / Animal 3 / Organism 3 × × ×
Customer 4 / Animal 4 / Organism 4 × × ×
Customer 5 / Animal 5 / Organism 5 × × × ×
Customer 6 / Animal 6 / Organism 6 × × ×
Customer 7 / Animal 7 / Organism 7 × × × ×
Customer 8 / Animal 8 / Organism 8 × × × × ×
Table 1. Formal contexts (X,Z, I) and (X,Z ∪ {c}, Ic)

N Nc

N
1

=
{n

1
,n

2
}

N
2

=
{n

2
,n

3
}

N
3

=
{n

1
,n

3
}

N
4

=
{n

1
,n

2
,n

3
}

N
1

=
{n

1
,n

2
,c
}

N
2

=
{n

2
,n

3
}

N
3

=
{n

1
,n

3
}

N
4

=
{n

1
,n

3
,c
}

N
5

=
{n

1
,n

2
,n

3
}

N
6

=
{n

1
,n

2
,n

3
,c
}

Man / Europe / Gene1 × × × × × × × ×
Woman / America / Gene2 × × × × × × × ×

Table 2. Pivot tables (P,N , R) and (P,Nc, Rc)
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case of the formal context (X,Z, I) the company can create the same packages
for man and for woman, because male and female customers buy the same com-
binations of products nj . The same packages for two different groups can reduce
the total cost of production, because we need to produce only four types of the
packages, namely the packages N1 = {n1, n2}, N2 = {n2, n3}, N3 = {n1, n3} and
N4 = {n1, n2, n3}. With the attribute c added to the formal context, we need six
different packages, because only the packages N1 = {n1, n2} and N2 = {n2, n3}
can be produced for men and women at the same time. Other packages are dif-
ferent for the male and female customers. From this point of view, the originality
factor is undesired and the clones are desired.

But we can use this information in the other way. Suppose, that the cost
difference of producing four or six package types is not significant, but significant
can be a targeted marketing on the male and female customers. The formal
context (X,Z, I), where we have the clone attributes Man and Woman, does
not provide differentiated information about the male and female customers. On
the other hand, the formal context (X,Z ∪ {c}) does. The attribute c provides
desired information, that the Product c influences the different combination
of the products bought by the male and female customer. It means, that we
can make targeted marketing (namely, the different type of packages for the
different type of customers) based on the originality factor Product c and its
combinations with the other products. Some combinations of the products with
the originality factor can be used as a topic for advertising to highlight the
difference between man and woman preferences. However, the clone analysis can
provide the marketing department with the useful information in both cases.

Analysis of the animals Let X = {Animal1, . . . , Animal8} be a set of ani-
mals and a set of attributes is defined as Y = {Europe,America, n1, n2, n3, c}.
The formal context (X,Z, I) in the Table 1, shows the attributes Europe and
America as clones. This fact can be interpreted as follows: In Europe and in
America they live the same types of animals, when we consider the attributes of
the animals n1, n2 and n3 only. The same information can be seen in the pivot
table Table 2. When we add the attribute c, we can see the different types of
animals (with the different generated sets) in Europe and in America as well
(see Table 2). The information, that exists the originality factor c for attributes
Europe and America can be interpreted as follows: It shows, that Europe and
America are somehow specific. In Europe are some different combinations of
animal’s attributes than in America and vice versa and at the same time we see,
that this difference somehow deals with the attribute c. Biologist can investi-
gate in more details, what is specific in Europe and in America, which specific
attribute of Europe leads to the different attributes of the animals in Europe
(and vice versa). Other use of such information is following: From a background
knowledge we know, that there is no reason for differentiating the animals in Eu-
rope and America just on attribute c. In our dataset we do not have in America
the animal with attributes n1, n3 and c, but with respect to the attribute c we
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expect to have the same types of animals in Europe and in America. Thus, we
need to look for such animal in America as well. Our hypothesis is, that in Amer-
ica lives such animal, because it lives in Europe and based on our background
knowledge there is no reason for c to be the originality factor. From the formal
point of view, we do not have the complete dataset (formal context). Some rows
are missing, and we need to find such objects in the reality (in this case we are
looking for the animal).

Analysis of genes and the morphological attributes of organisms The
last example use set X = {Organism1, . . . , Organism8} and set of attributes
Y = {Gene1, Gene2, n1, n2, n3, c} The attributes Gene1 and Gene2 are clones
in formal context (X,Z, I) in Table 1 and the other attributes represents the
morphological property of the organism. The interpretation can be following:
Organisms with Gene1 and Gene2 has the same combination of morphological
properties Nj , when we consider the morphological properties of organisms n1,
n2 and n3. The same information can be seen in the pivot table Table 2. When we
add the morphological attribute c, we get the formal context (X,Z∪{c}), which
means, that based on attribute c there are some different types of the morpho-
logical attributes of organisms with the Gene1 and Gene2 (see the Table 1 and
Table 2). It shows, that the Gene1 and Gene2 probably does not influence the
sets of the morphological attributes containing only n1, n2, n3, but this Gene1
and Gene2 influence the sets of the morphological attributes containing c. Thus,
c as the originality factor makes the difference between these two genes. This
information could be useful for a hypothesis creation in genetics.

4 Nearly Clones

4.1 Degree of Clones and Degree of Originality

The definition of the clone items is very strict. Recall, that condition ϕa,b(F ) ∈ F
needs to be true for any F ∈ F . We can see, that adding only one ”cross” into
the huge formal context can cause, that two clones disappear. We expect, that
in real dataset such condition can be true very rarely. When we want to use
the clone items meaningfully, we need to have a weaker definition. For practical
purposes it suffices, that condition ϕa,b(F ) ∈ F can be true in some reasonable
amount of F ∈ F . We define degree of clone as

dI(a,b) =
|{a}↑R ∩ {b}↑R |
|{a}↑R ∪ {b}↑R | ,

which can be read as follows: The attributes a and b with respect to the formal
context I are clones in the degree d. For a priori given threshold θ we define a
and b as nearly clones iff d(a,b) ≥ θ. Note, that for d(a,b) = 1 the attributes a
and b are clones and for d(a,b) = 0 we say, that they are original attributes.
Consider now the formal context (X,Z, IZ) and the corresponding pivot table
(P,NZ , RZ) (see Figure 2). We can see, that a and b are clones with the degree
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dIZ(a,b) = 1. Adding either attribute c1 or attribute c2 to the formal context leads

to decreasing of clone degree for a and b. Namely, d
Ic1
(a,b) = 0 and d

Ic2
(a,b) = 0, 6. In

both cases degree has decreased, but the resulted clone degree is different. In the
first case attributes are original, in the second case attributes are nearly clones
for arbitrary θ ≤ 0, 6. Such situation can be formalized, and define the degree
of originality for given ci and context (X,Z, I) as

gIc(a,b) = dI(a,b) − dIc(a,b)
The degree of originality shows, how the attribute, added to the context,

does influence the degree of clone for given attributes a, b ∈ Y and the formal
context (X,Z, I).
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(i) Formal contexts (ii) Pivot table (iii) Pivot table (iv) Pivot table
(X,Z, IZ), (P,NZ , RZ) (P,Nc1 , Rc1) (P,Nc2 , Rc2)

(X,Z ∪ {c1}, Ic1), from context from context from context
and (X,Z, IZ) (X,Z ∪ {c1}, Ic1) (X,Z ∪ {c2}, Ic2)

(X,Z ∪ {c2}, Ic2) dIZ(a,b) = 1 d
Ic1
(a,b) = 0 d

Ic2
(a,b) = 0, 6

Fig. 2. Formal contexts and pivot tables with different degrees of clone.

4.2 Experiment Nr. 1 - Amounts and Degrees of Nearly Clones in
Datasets

For the purpose of this paper we arranged two introductory experiments with the
nearly clones, in which we use datasets Mushroom [3], Adults [4] and Anonymous
[5] from well known UC Irvine Machine Learning Repository (for the details
see Table 3). In the experiments we used a naive algorithm (the brute-force
search, but with polynomial complexity) for finding the degrees of clones as
defined above. Looking for more efficient algorithm is out of scope of this paper.
The algorithm was implemented in C, and all experiments have been run on
the computer with an Intel Core i5 CPU, 2.54 Ghz, 6 GB RAM, 64bit W7
Professional.
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In the first experiment we were focused on finding all nearly clone pairs, with
d(a,b) > 0, especially we investigated, if there are some clones (where d(a,b) = 1)
in the real datasets. The results of the first experiment are shown in Table 3.

Mushroom [3] Adults [4] Anonymous [5]

Number of objects 8 124 48 842 32 713
Number of attributes 119 104 295
Number of nearly clones d(a,b) > 0 113 1 568 382
Maximal d(a,b) > 0 1,00000 0,02252 0,00187
Minimal d(a,b) > 0 0,00123 0,00014 0,00143
Average d(a,b) > 0 0,24423 0,00449 0,00160
Median d(a,b) > 0 0,14537 0,00195 0,00159
Slope 0,99402 0,77895 0,55004

Table 3. Overview of the datasets and results of the first experiment (source of
datasets: http://archive.ics.uci.edu/ml/index.html)

(i) nearly clone pairs for d(a,b) > θ = 0 (ii) nearly clone pairs for d(a,b) ≥ θ = 0.5
x-axis - number of nearly clone pairs x-axis - number of nearly clone pairs

y-axis - degree of clone d(a,b) y-axis - degree of clone d(a,b)
z-axis - number of objects processed z-axis - number of objects processed

Fig. 3. Mushroom - distribution of d(a,b) in dataset scaled by 1000 objects.

In case of the dataset Mushroom, we present also the distribution of the clone
degrees and some other details as well. Figure 3 shows the volume of all pairs
a and b and clone degree d(a,b) > 0, for each scale pattern (from 1000 to 8124
by 1000). In (i) are displayed all pairs with d(a,b) > 0 and part (ii) is more
focused on the amount of pairs where d(a,b) ≥ 0, 5 for each investigated scaled
pattern. Note, that the results from numbers of the processed objects in the
dataset Mushroom (namely from 1000 to 7000 depicted in z-axis in the Figure
3) depends on an order of the processing objects. This fact were not investigated



140 J. Macko

more deeply. However, when we have processed all 8124 objects, the order will
not influence the result. Figure 4 shows some interesting details. In (i) there are
presented the pairs a, b with d(a,b) = 1, in (ii) the same for 1 > d(a,b) ≥ 0, 5 . We
have found 4 clone pairs, and one clone triple. In the clone triple (103, 104, 105)
we can see the transitivity (i.e. when (a, b) are clones and b, c are clones, also a
and c are clones). Such transitivity is not surprising and is direct consequence
of the clone definition.

What does such results show and does it appear reasonable? The Figure 4
part (i) shows the clones a and b. The original dataset Mushroom consists of 22
attributes with non-binary values. For the purposes of clone investigation, this
dataset were nominally scaled to the formal context, which is binary indeed. It
is interesting to see, that all clone items represents the value of the same original
attribute. E.g. clones 019 and 021 represents the original attribute Cap Color,
thus its values Purple or White respectively. Another example is clone triple 103,
104 and 105 which represents the original attribute Spore Print Color with the
corresponding values Orange, Purple and White. It can be interpreted as fol-
lows: Purple and white color generates the same sets of the non-pivot attributes.
In other words, to each mushroom with the purple cap (the pivot attribute),
there exists corresponding mushroom with the white cap (the pivot attribute),
but all other properties remains he same (non-pivot attributes). Similarly to each
mushroom with the purple spore print color, there exists corresponding mush-
room with the white spore print color and the corresponding mushroom with the
orange one. When we look on the nearly clones in the Figure 4 part (ii), the at-
tributes 69 and 70 represents the same original attribute stalk color above ring
with the values cinnamon and gray (the details are not shown in the table).
These attributes are not the clones, but the nearly clones with the clone degree
d(a,b) = 0, 96. It can be interpreted similarly as by the clones. Only the difference
will be in a quantifier. By clones the quantifier was ”for each”, by the nearly
clones we will have fuzzy quantifier, in this case ”for the most”. Hence the inter-
pretation is: For the most mushroom with cinnamon stalk above the ring exists
corresponding mushroom with the corresponding gray stalk above the ring (and
vice versa). The clone degree is very high in this case (d(a,b) = 0, 96) it means
there are only couple of mushrooms with cinnamon stalk above the ring color,
which do not have corresponding mushroom with the gray stalk above the ring
color. However, the for the deeper understanding of such examples, it is required
to ask an expert in mycology.

4.3 Experiment 2 - Structure of Nearly Clones in Datasets

In the second experiment we investigated the structure of nearly clones. Namely,
we have defined a fuzzy relation T : Y × Y → L, where L = [0; 1] is defined as
T (a, b) = d(a,b) ∈ L. In other words, the fuzzy relation express the degree of the
clone for each pair a, b ∈ Y . For the better visualization we display such relation
in so called ”bubble chart”. The bubble chart displays three dimensional data
in two dimensional chart. The position of the bubble is given by two dimensions
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(x and y axis) and the size of the bubble shows the third dimension. The results
from the first experiments are displayed in bubble chart, where the pairs of
attributes a and b represents two dimensions and the degree of clone d(a,b) is
represented by the size of the bubble. Note, that the fuzzy relation T is indeed
symmetric (i.e. d(a,b) = d(b,a)), but we show only part of the relation, where
a < b. Figures 5, 6 and 7 show the structure of the nearly clones for the datasets
Mushroom, Anonymous and Adults. We can observe very different structure of
the nearly clones in each dataset. In Mushroom we can see, that the structure
of the nearly clones is approximately linear. All nearly clones are clustered near
to the line defined as (y, y). In the case of Adults dataset we can see more
spread, but still approximately linear structure, except of one cluster near point
(0, |Y |). The nearly clones of the data set Anonymous forms the different, but
kind of regular structure as well. This results leads to the question, what kind of
properties has fuzzy relation of the nearly clones and if properties of such fuzzy
relation correlates with the properties of the formal context, or with properties
of the concept lattice. Until now we know, that such relation is transitive for
clone items d(a,b) = 1 and symmetric for the arbitrary nearly clone items, but
this two properties are trivial. I would be also interesting to find the semantics
of such fuzzy relation defined on the nearly clones. All this will be part of the
future investigation.

original attributes a b d(a,b) = 1

03. cap-color 019 purple=u 021 white=w 1,00
05. odor 025 almond=a 026 anise=l 1,00
05. odor 030 musty=m 031 none=n 1,00
17. veil-color 086 brown=n 087 orange=o 1,00
20. spore-print-color 103 orange=o 104 purple=u 1,00
20. spore-print-color 103 orange=o 105 white=w 1,00
20. spore-print-color 104 purple=u 105 white=w 1,00

a b d(a,b) ≥ 0.5

69 70 0,96
97 98 0,95
78 79 0,84
2 5 0,84
49 50 0,74
12 16 0,66
40 42 0,51

(i) Clones (ii) Nearly clones

Fig. 4. Dataset Mushroom - experiment on nearly clones

5 Conclusion and Future Perspectives

The paper was motivated by open problem proposed at ICFCA 2006 [2]. We
hope, that this small open problem is solved now and the reason is presented
in the first part of the conclusion. This part is structured as a direct answers
on proposed questions. The second part of the conclusion describes ideas, which
overlaps the original open problem and come with some new questions.
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Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 5. Dataset Mushroom

Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 6. Dataset Adults
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Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 7. Dataset Anonymous

5.1 Conclusion for Open Problem Questions

Question 1: Does the symmetrical behaviour of a and bmake sense for someone?
Answer 1: Yes, such symmetrical behaviour can identify the same combination
of the non-pivot attributes with respect to pivot attributes and can make sense:

– for the marketing department to reduce cost of packages - the clone items
enable the same packages for the different types of customers (e.g. man and
woman)

– for biologists to complete the the dataset - the clone items are expected, be-
cause the originality factor c, has no sense based on the background knowl-
edge. Hence, we some miss rows in the dataset (e.g. we need to find the new
animals)

– for genetics - it bring an information that the two genes has no influence on
a combination of the morphological properties of organisms

– generally for everyone, who needs an information about the same combina-
tion of non-pivot attributes with respect to the pivot attributes

Question 2: Does it make sense, that such symmetrical behaviour disappear,
when c is added?
Answer 2: Yes, such attribute is called the originality factor for the items a
and b and can be useful:
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– for the marketing department to make a targeted marketing for the different
types of customers (e.g. man and woman) using unique combination of the
non-pivot attributes

– for biologist to find the difference between two pivot attributes (e.g. Europe
and America) with respect to other non-pivot properties. The originality
factor c reveals, that the pivot attributes are original and this originality
needs to be investigated deeper.

– for genetics - it brings an information, that two genes has an influence on a
combination of the morphological properties of organisms

– generally for everyone, who needs an information about the reason, why the
non-pivot attributes has the different combinations with respect to the pivot
attributes.

Question 3: What is semantics behind a, b, and c?
Answer 3: The attributes a and b are the pivot attributes, all other attributes
are the non-pivot attributes and c is moreover the originality factor for the
attributes a and b. The pivot attributes generates a combination of the non-
pivot attributes in the given context. The attribute c make the attributes a and
b unique, which can be ”good” or ”bad”. It depends on a goal of the analysis.

5.2 Conclusion and Future Perspectives

The second part of conclusion shows, that the clones are very strictly defined.
Therefore the nearly clones were introduced. The nearly clones operates with
the degree, in which two attributes are clones. Such formalization asks itself for
study of the nearly clones under fuzzy setting (e.g. we have already mentioned,
that structure of nearly clones can be seen as fuzzy relation indeed). The intro-
ductory experiments shows, that the nearly clones in dataset have an interesting
structure, which needs to be investigated more deeply. This paper was introduc-
tory for the nearly clones. As a future work we plan to describe more efficient
algorithm to compute the nearly clones for the given threshold θ, and algorithm
for identifying the originality factors for another given threshold ω. Finally we
hope, that this paper, even it does not come with a great mathematical or ex-
perimental results, brings some interesting ideas to FCA community.
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Abstract. We propose a novel approach to computing the skyline set
of a relational table R, with respect to preferences expressed over one
or more numerical attributes. Our approach is based on what we call
the query lattice of R, and our basic algorithm constructs the skyline
set as the union of the answers to a subset of queries from that lattice -
hence without directly accessing the table R. Therefore, in contrast to all
existing techniques, our approach is independent of how the table R is
implemented or how its tuples are indexed. We demonstrate the general-
ity of our approach by computing the skyline set of the join of two tables
based on the product of their individual query lattices - therefore without
performing the join. The paper presents basic concepts and algorithms
leaving experimentation and performance evaluation to a forthcoming
paper.

Keywords: skyline, relational table, query lattice

1 Introduction

In many multicriteria decision-making applications, dominance analysis is an im-
portant aspect. As an example, consider a person looking for a vacation package
using two criteria, or “attributes”: hotel rating and price. Intuitively, a package
P = 〈r, p〉 is better than a package P ′ = 〈r′, p′〉 if P is better than P ′ in one
attribute and not worse than P ′ in the other attribute. If this is the case then
we say that P dominates P ′.

For example, consider the following three packages:

– P1 = 〈2, 100〉, P2 = 〈3, 130〉, P3 = 〈2, 120〉

Since a higher rating and a lower price are more preferable, P1 dominates P3.
On the other hand, P1 and P2 don’t dominate each other because P1 has a lower
rating than P2 and P2 has a higher price. Similarly, P2 and P3 don’t dominate
each other because P2 has a higher rating than P3 and P3 has a lower price.

A package, or “tuple” that is not dominated by any other tuple is said to
be a skyline tuple or to be in the skyline. The tuples in the skyline are the best
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possible trade-offs among the attribute values appearing in the tuples. Thus in
our example, packages P1 and P2 are in the skyline, while P3 is not.

In order to conduct a skyline analysis, two items must be specified:

1. A set of attributes over which preferences are expressed (such as Hotel Rating
and Price, in our example).

2. An ordering of the attribute values (either total or partial) according to
which preference is expressed (such as the ordering of the integers for Hotel
Rating to express that rating r is preferred to rating r′ if r > r′; and similarly
for Price to express that price p is preferred to price p′ if p < p′).

In recent years, skyline analysis has gained considerable interest in the area of
information systems in general, and in the area of databases in particular. How-
ever, skyline analysis (i.e. computing non dominated points) existed well before
the concept appeared in database research; it is known as the maximum vector
problem or the Pareto optimum [11][18]. The popularity of skyline analysis in the
area of information systems is mainly due to its applicability for decision making
applications. Indeed, as information systems store larger and larger volumes of
data today, data management and in particular query processing present diffi-
cult challenges. From the user viewpoint, large volumes of data imply answers of
large size. By returning the best tuples (in terms of user preferences), the skyline
query relieves the user from having to deal with answers of large size in order to
find the best tuples.

The skyline operator was first introduced in [3], where the authors also
present two basic algorithms: the Block Nested Loops (BNL) and the Divide
and Conquer (D&C). In order to improve the performance of BNL algorithm,
the SFS (sort-filter-skyline) algorithm was proposed in [5]. SFS runs on data
sorted according to a monotonic function (namely, entropy descending). Such
sorting guarantees the non-dominance of each object by those that follow in the
order. Therefore, once an object is put into the buffer window, it can be reported
as part of the skyline. Not only this makes the SFS algorithm progressive, but
also allows to reduce the number of comparisons needed, since SFS compares
only against the non-dominated tuples, whereas BNL often compares against
dominated tuples [7]. Despite this improvement, all objects have to be scanned
by the algorithm at least once. Succeeding approaches tend to avoid scanning
the complete data set. Namely, SaLSa [1] uses the minimal coordinate of each
object as a sorting function, and during the filter-scan step checks if all remain-
ing objects are dominated by a so-called stop object, which can be determined
in O(1) from the data accessed so far. The shortcoming is that the performance
of SaLSa algorithm is affected by the data distribution and increasing dimen-
sionality, since in higher dimensions instances of the problem the pruning power
of the stop object is limited [29].
More generally, all sort-based techniques share the same drawback, namely the
number of computations during the filter-scan step, as every input object should
be compared with the skyline points in the buffer (which can potentially become
large).
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An alternative to the sort-based techniques is the use of indexes, which allows
to avoid scanning all the input objects. The basic idea is to rely on an index in
order to determine dominance between tuples, and to exclude tuples from fur-
ther processing as early as possible. Two index-based algorithms, Bitmap and
Index were first introduced in [21]. Bitmap uses the bitmap encoding of the data
so that the dominating points are determined by a bit-wise “and” operation.
The Index approach partitions the objects into a set of lists. Each list is sorted
by minimum coordinate and indexed by a B-tree. The objects are accessed in
batches defined by the values of the minimal coordinate, while the algorithm
computes local skylines in each “batch” of the lists and then merges them into a
global skyline. However, besides the computation cost of Bitmap, and the neces-
sity to construct a B-tree for every combination of dimensions having potential
interest for the user, the order in which skyline points are returned by these al-
gorithms is fixed and depends on the data distribution, so it cannot be adapted
to the users preferences.
Two other index-based skyline algorithms, NN (nearest-neighbor) [13] and BBS
(branch-and-bound skyline) [19], are based on the observation that the object
closest to the origin has to be part of the skyline. Nearest neighbor search is
used to retrieve such point by using the R-tree. The pitfall of the NN algorithm
is that in order to iteratively find the next nearest neighbors it divides the data
set into overlapping partitions, and therefore duplicates have to be removed by
traversing the R-tree multiple times. To avoid that, BBS rather accesses par-
tially dominated nodes of the R-tree.
The main drawback of all index-based approaches is that not all data can be
indexed (namely when data is dynamically produced). Also, R-trees and other
multidimensional indexes have their own limitations, namely the curse of dimen-
sionality.
Concerning related work specifically targeting the multi-relational skyline (or
skyline join), two progressive algorithms are proposed in [9]. The idea is to com-
bine the join with nested-loop and sort-merge algorithms. However, each relation
has to accessed multiple times in order to compute the skyline for each join value,
and then the global skyline. In addition, each input object has to be scanned at
least once.
More recent work also considers how to compute the skyline over the join of two
or more relational tables without actually computing the join [23]. Apart from
its applicability to computing skylines in a centralized database, the interest of
such work lies in the fact that it is also applicable to distributed environments.
Earlier work related to this topic can be found in [1][2][8][10][20][25][26].
A lattice-based approach to single-relation skyline computation is introduced
in [15], with the aim of proposing a data-distribution independent algorithm.
A lattice structure is used to answer skyline queries over dimensions with low-
cardinality domains, or those that can be mapped to low-cardinality domains
(such as Price, that can be mapped to price ranges). The principle is to organize
all the values combinations into a lattice based on the dominance relationship,
and then to retrieve those that (a) are present in the input data set, and (b)
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are not reachable by the dominance relationship from another element of the
lattice, also belonging to the data set. However, no early pruning is done, so the
entire data set has to be read twice in order to determine the skyline tuples,
and the skyline join problem is not investigated. Also, the mapping of the values
of a domain to a set of ranges has to be carefully tuned in order to deliver a
meaningful skyline result, which is not discussed in the paper.
Several variants of skyline were introduced in [19], such as constrained, sub-
space and dynamic skyline queries (see also [6][16][22][27][28]). Skyline queries
have also been studied in various other domains, outside traditional databases.
These include probabilistic skyline computations over uncertain data [17](e.g.
data in sensor networks); skyline computations over incomplete data [12](e.g.
data with missing values); over data whose attributes have partially-ordered do-
mains [4](e.g. preferences expressed by users online); over stream data[14]; or
even bandwidth-constrained skyline computations over mobile devices [24].

In this paper, we present a novel approach to computing skylines which rep-
resents a major deviation from existing approaches. Indeed, instead of accessing
individual tuples in a database table, our approach relies on the definition of
skyline as the union of the answers to a set of queries. In doing so, our ba-
sic algorithm avoids accessing the table directly: access to the table is through
queries, hence independent of how the table is implemented or how its tuples
are indexed.

Given a relational table R, our approach is based on what we call the query
lattice of R; and our basic algorithm constructs the skyline set as the union of the
answers to a subset of queries from that lattice - hence without directly accessing
the table R. We demonstrate the generality of our approach by computing the
skyline of the join of two tables based on the product of their individual query
lattices - therefore without performing the join. The paper presents basic con-
cepts and algorithms leaving experimentation and performance evaluation to a
forthcoming paper.

The paper is organized as follows. In section 2 we give some preliminary def-
initions and introduce our notation. In section 3 we present our basic algorithm
for computing skylines through queries. In section 4 we apply our approach to
computing skylines over joins, thus demonstrating the generality of the approach.
Finally, in section 5, we offer some concluding remarks and discuss further re-
search.

2 Basic definitions

Let R be a relational table, with A1, . . . , An as attributes. Let B = {B1, . . . , Bk},
k ≤ n, be the set of preference attributes, that is a set of attributes of the table
whose domains are numeric and over which preferences are declared.

A preference over Bi is an expression of one of two forms: Bi → min or
Bi → max . If the preference Bi → min is expressed by a user of the table, then
this is interpreted as follows: given two values x and y in the domain of Bi, x is
preferred to y or x preceeds y iff x < y; and similarly, if the preference Bi → max
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is expressed by a user, then this is interpreted as follows: given two values x and
y in the domain of Bi, x is preferred to y or x preceeds y iff x < y;

In order to simplify the presentation, and without loss of generality, we shall
consider only one form of preference, namely Bi → min. However, all methods
discussed in this paper can be applied with any combination of the preferences
Bi → min and Bi → max .Therefore, from now on, given two values x and y in
the domain of Bi, we shall say that x is preferred to y or x preceeds y iff x < y.

Definition 1 (Pareto domination) Let B = {B1, . . . , Bk} be a set of preference
attributes of a relational table R and let s and t be tuples of R. We say that s
is equivalent to t, denoted as s ≡ t iff s.Bi = t.Bi for all Bi ∈ B. Moreover, we
say that s Pareto dominates t, denoted as s <Pat, iff s 6≡ t and for all Bi ∈ B,
s.Bi ≤ t.Bi.

In order to simplify the presentation we will simply say “dominates” instead
of “Pareto dominates”, and we shall drop the subscript in the notation, writing
s < t instead of s <Pat.

We shall call Pareto preference query, or simply preference query over R, any
expression of the form (B1 = b1)∧ . . .∧ (Bk = bk), where each bi is a value in the
domain of attribute Bi. For simplicity of notation we shall denote a preference
query simply by 〈b1, . . . , bk〉.

Note that 〈b1, . . . , bk〉 denotes also a tuple in the projection of R over the
preference attributes; however, context will always disambiguate. Also note that
a preference query 〈b1, . . . , bk〉 returns the set of tuples in R whose projection
over the preference attributes is the tuple 〈b1, . . . , bk〉; therefore the answer to
each query of the form 〈b1, . . . , bk〉 is a Pareto equivalence class.

It is easy to verify that Pareto domination is irreflexive (i.e., s < s is false
for each tuple s) and transitive (i.e., s < t and t < u imply s < u for all tuples
s, t and u), hence a strict order over R. A partial order ≤ over R can be defined
from Pareto domination as follows:

s ≤ t iff (s < t or s = t)

for all tuples s and t in R. We shall say that s Pareto preceeds t, or simply that
s preceeds t, whenever s ≤ t.

Clearly, Pareto precedence defines a partial order also over preference queries.
Moreover, given preference queries s and t we define the following operations:

– s⊗ t = 〈min{s.B1, t.B1}, . . . ,min{s.Bk, t.Bk}〉
– s⊕ t = 〈max{s.B1, t.B1}, . . . ,max{s.Bk, t.Bk}〉

It is easy to check that these operations make the set of preference queries over
R into a complete lattice, with ⊗ defining the least upper bound and ⊕ defining
the greatest lower bound of any two preference queries. We notice that this
lattice may be infinite, as some of the domains of the preference attributes may
be infinite. However, if we require that each bi in a preference query be in the
active domain of Bi (i.e.if we require that each bi appear in R), then the lattice
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becomes finite and therefore it has a top and a bottom query, denoted as > and
⊥, respectively. These extreme elements are given by:

> = 〈m1, . . . ,mk〉
⊥ = 〈M1, . . . ,Mk〉

where mi and Mi are the minimum value and the maximum value appearing
in the active domain of Bi, respectively. We shall call this (finite) lattice the
query lattice, of R and we shall denote it as (Q,≤), where Q is the (finite) set
of preference queries over R.

In this paper, we shall use the query lattice for two purposes: (a) as a tool for
computing skylines of relational tables, and (b) as a means for comparing our
approach to existing approaches. First, however, let’s define skylines formally.

Definition 2 The skyline of a table R over preference attributes B, denoted by
SKY (R,B), is the set of tuples from R defined as follows:

SKY (R,B) = {t ∈ R | 6 ∃s ∈ R : s ≤ t}

In other words, the skyline of R is the set of non-dominated tuples of R.
As customary, given a query q and a relation R, we will let ans(q,R) stand

for the answer of q over R, that is the set of tuples obtained by asking query
q against relation R. Moreover, we define a skyline query of R over preference
attributes B, to be a query q(R,B) over R whose answer is a skyline of R over
B, that is:

ans(q(R,B), R) = SKY (R,B)

Skyline queries will play a central role in our approach to skyline computation.

3 Computing the skyline of a relational table

In this Section, we present an algorithm for computing the skyline of a given
table R. Our algorithm obtains the skyline by constructing a skyline query. To
find the skyline query, our algorithm traverses part of the query lattice and
collects a set of non-dominated queries whose disjunction is the skyline query.

In contrast to existing methods that actually construct the skyline, and as
such are sensitive to the ways the table R is implemented or how its tuples are
accessed, our algorithm obtains the skyline while making no assumptions on how
the relation R is accessed by the system while processing the skyline query.

Our algorithm uses the notion of successors of a query, defined as follows.
First, for each preference attribute Bi and value bi in the domain of Bi, let’s
denote as succ(bi) the successor of bi in the linear order of the domain of Bi. For
instance, let Bi be the Hotel Rating attribute of our earlier example, having as
domain the interval [1,5]. As this interval is linearly ordered by the < relation,
we have succ(1) = 2, succ(2) = 3, and so on. This makes succ a partial function
over the domain of Bi, undefined for the maximum Mi. Now, we extend the succ
function to preference queries as follows.
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Let q be a preference query q = 〈b1, . . . , bk〉 such that q 6= ⊥. This means that
bj 6= Mj for at least one j ∈ [1, k], where Mj is the maximum value in the active
domain of Bj . With no loss of generality, we shall assume that the m values of q
that are not maximal, where 1 ≤ m ≤ k, occur in the first m positions of q, (i.e.,
q = 〈b1, . . . , bm,Mm+1, . . . ,Mk〉). Then, the successors of q, succ(q), is defined
to be the set of queries succ(q) = {q1, . . . , qm}, such that, for all 1 ≤ i ≤ m,

qi = 〈b1, . . . , bi−1, succ(bi), bi+1, . . . , bm,Mm+1, . . . ,Mk〉

Clearly, the succ function is undefined on the bottom of the lattice ⊥. The
following Lemma gives two important properties of the successors of q for the
establishment of the correctness of the following algorithm for computing a sky-
line query of the table R.

Lemma 1. Let q be a preference query. Then, for each query q′ ∈ succ(q) :

1. q ≤ q′
2. there is no query q′′ such that q < q′′ < q′.

We are now ready to give the algorithm for computing a skyline query of a
table R.

Algorithm Skyline Query over a Single Table (SQST )

Input A non-empty table R, a non-empty set B = {B1, . . . , Bk} of preference
attributes in R, and the projections of R over B1, . . . , Bk.

Data We use the following variables for accumulating data during the execution
of the algorithm:

– The variable F is a set variable called frontier; it is initialized to empty, and
it is used to accumulate the queries whose disjunction will be the result of
the algorithm (i.e., whose disjunction will be the skyline query).

– The variable C is a set variable containing the set of all current candidate
queries; it is initialized to the top > of the query lattice.

– The variable S is a set variable used to accumulate successors of current
candidate queries.

– The variable C ′ is a (auxiliary) set variable for accumulating candidate
queries for the next while-loop iteration in the algorithm; it is initialized
to empty at the beginning of each iteration.

Output A set of preference queries over R, whose disjunction is a skyline query.

Method

C ← {>};F ← ∅
while C 6= ∅ do

for all c ∈ C such that ans(c,R) 6= ∅ do
C ← C\{c};F ← F ∪ {c}
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end for
C ′ ← ∅
for all c ∈ C do

for all s ∈ succ(c) such that no query in F Pareto dominates s do
C ′ ← C ′ ∪ {s}

end for
end for
C ← C ′

end while
return F

Informally, the algorithm works as follows:

– If the top query > of the lattice is non-empty (i.e.if its answer over R is non-
empty) then the algorithm terminates; > is the output of the algorithm, and
the answer of > over R is the skyline.

– Otherwise, each successor query c of > might be a candidate for contributing
to the skyline, and this is checked as follows:

• if the query c is non-empty then it is added to F (i.e.to the variable that
accumulates the queries contributing to the skyline);

• otherwise, each successor of c that is not dominated by a query in F
becomes a candidate, by being added to the variable C ′ (i.e.to the vari-
able that accumulates all candidate queries for the next iteration). The
so selected successors are finally transferred to the variable C.

This process is repeated until there is no more candidate left (i.e.until C is
empty).

Upon termination of the algorithm, F contains all queries q such that: (a)
the answer to q is non-empty, and (b) q is not dominated by another query. The
disjunction of all queries in F is then the skyline query, and the answer of the
skyline query over R is the skyline of R.

R

HID Price Rating

h1 200 2
h2 150 5
h3 100 3
h4 300 2
h5 350 1
h6 100 8

Fig. 1. Example relation and query lattice.

Let us illustrate the algorithm by using the example table R in Fig 1. We
assume the preference attributes to be Price and Rating and the preference
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to be Price → min and Rating → min. The projections of R over Price and
Rating, sorted in ascending order, are as follows:

– Price : 100, 150, 200, 300, 350
– Rating : 1, 2, 3, 5, 8

The diagram in Fig 1 shows a part of the query lattice derived from R. In
this diagram, queries having non-empty answers are emphasized by bold letters.
Queries contributing to the skyline are enclosed by rounded rectangles. Gray
triangles in the diagram represent areas dominated by queries in the skyline. As
we can see in the diagram, the top of the query lattice is > = 〈100, 1〉. Therefore,
we start the first iteration of the algorithm with C = {〈100, 1〉} and F = ∅. At
the end of each subsequent iteration of the while-loop, the contents of C and F
change as follows:

– end of 1st iteration: C = {〈150, 1〉, 〈100, 2〉}, F = ∅
– end of 2nd iteration: C = {〈200, 1〉, 〈150, 2〉, 〈100, 3〉}, F = ∅

In the third iteration, the query 〈100, 3〉 ∈ C has a non-empty result therefore
〈100, 3〉 leaves C and enters F . We then consider the successors of the queries
left in C. 〈150, 3〉 ∈ succ(〈150, 2〉) is dominated by 〈100, 3〉 ∈ F therefore 〈150, 3〉
is omitted from C ′, which accumulates candidate queries for the next iteration.

– end of 3rd iteration: C = {〈300, 1〉, 〈200, 2〉}, F = {〈100, 3〉}
– end of 4th iteration: C = {〈350, 1〉}, F = {〈100, 3〉, 〈200, 2〉}
– end of 5th iteration: C = ∅, F = {〈100, 3〉, 〈200, 2〉, 〈350, 1〉}

(the algorithm stops here)

The correctness of the algorithm is easily established by observing that the
algorithm explores the lattice completely (this is guaranteed by the second prop-
erty of the succ function in the above Lemma), retaining only maximal queries
(this is guaranteed by the test on dominance performed by the algorithm and
also by the fact that the successors of a query are all dominated by it, as stated
by the first property of the succ function in the above Lemma).

Formally, we will denote as SQST (R,B) the result of the SQST algorithm
having R and B as the input non-empty relation and preference attributes, re-
spectively. On the basis of the above observations, we state the following:

Proposition 1 For every relation R and preference attributes B over R,

ans(
∨

SQST (R,B), R) = SKY (R,B)

We note that, as all queries in F are conjunctive and any two queries in F
differ in at least one conjunct, the answers making up the skyline actually form
a partition of the skyline. This is an interesting observation when combined with
the notion of rank of a query in the query lattice.
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Definition 3 (Rank of a query) The rank of a query q in the query lattice is
defined as follows: if q is the root query then rank(q) = 0 else rank(q) is the
maximum length of path from the root query to q

Clearly, the higher the rank of a query the less the tuples in its answer are
preferred.

Now, as the skyline of R is partitioned by the answers to the queries in F ,
one can ask new kinds of queries. For example, one can ask the query: “give me
the best tuples from the skyline”. The answer to this query will be the answer
to the query of lowest rank in F . Similarly, one can ask the query: “give me the
ranks of all tuples in the skyline”. This query will return a set of ranks, thereby
giving a useful information as to how far are the tuples of the skyline from the
most preferred tuples. A detailed discussion of the relationship between “most
preferred” and “non-dominated” tuples is given in a forthcoming paper.

4 Skylines of joins

We now consider the computation of the skyline over the join of two tables R1

and R2. To this end, we introduce the necessary concepts.
Let R1 and R2 be relations with A1

1, . . . , A
n1
1 and A1

2, . . . , A
n2
2 as attributes,

respectively, and let Bi = {B1
i , . . . , B

ki
i }, ki ≤ ni, be a set of attributes of Ri,

called the preference attributes of Ri, for i = 1, 2.
We shall denote as (Q1,≤1) and (Q2,≤2) the query lattices over R1 and R2,

respectively. Moreover, ⊗i and ⊕i will stand for the least upper bound and the
greatest lower bound of any two preference queries over Ri, respectively.

Let Ji = {J1
i , . . . , J

l
i}, be a set of attributes of Ri disjoint form the preference

attributes Bi, for i = 1, 2.A join over J1 and J2 is a relational equijoinR1 ./e R2,
whose join expression e is given by J1

1 = J1
2 , . . . , J

l
1 = J l

2. In order to simplify
the model and with no loss of generality, we will consider the join attributes to
be the same for the two relations, that is J1 = J2, and moreover to consist of a
single attribute J, that is e is given by J = J.

Intuitively, a preference query over a join R1 ./e R2 is a (k1+k2)-tuple whose
first k1 elements make up a query in Q1 and whose last k2 elements make up a
query in Q2. In order to simplify notation, we will commit a slight abuse and
write 〈q1, q2〉 to represent a preference query over R1 ./e R2, where q1 ∈ Q1 and
q2 ∈ Q2. As a consequence, the set of preference queries over R1 ./e R2, that we
shall denote as Q./, is given by the Cartesian product of the set of preference
queries over R1 and R2, that is:

Q./ = Q1 ×Q2

Now, let ≤./ be the Pareto preference relation over Q./. As we have already
seen in the previous Section, (Q./,≤./) is a complete lattice. Moreover, it is not
difficult to see that:



Computing the Skyline of a Relational Table Based on a Query Lattice 155

Proposition 2 (Q./,≤./) is the product of (Q1,≤1) and (Q2,≤2). That is, let-
ting q and q′ be preference queries in Q./ such that q = 〈q1, q2〉 and q′ = 〈q′1, q′2〉,
where q1, q

′
1 ∈ Q1 and q2, q

′
2 ∈ Q2, we have:

1. q≤./q
′ iff q1 ≤1 q

′
1 and q2 ≤2 q

′
2

2. q ⊗./ q
′ = 〈q1 ⊗1 q

′
1, q2 ⊗2 q

′
2〉

3. q ⊕./ q
′ = 〈q1 ⊕1 q

′
1, q2 ⊕2 q

′
2〉

From now on we shall simplify notation by omitting subscripts, unless this
creates ambiguity.

We shall call join values the set of tuples V = X1 ∩X2, where:

Xi = πJ(Ri) for i = 1, 2

By definition of join, a tuple t in Ri contributes to the join if and only if its
projection over the join attribute J is in V, that is t.J ∈ V, for i = 1, 2. Likewise,
a query q in Qi may contribute to the skyline of the join only if it occurs in the
join. For each join value v ∈ V, we define the v−partition of Ri, denoted Si(v),
as follows :

Si(v) = πBi
(σJ=v(Ri)) for i = 1, 2

In practice, each v−partition includes the queries that contribute to the join
R1 ./ R2. In particular:

πB1∪B2
(R1 ./ R2) =

⋃

v∈V
S1(v)× S2(v)

v−partitions play an important role in determining the skyline of the join R1 ./
R2 without computing the join.

Proposition 3 A query 〈q1, q2〉 ∈ πB1∪B2
(SKY (R1 ./ R2,B1∪B2)) iff for some

join value v ∈ V, qi ∈ πBi
(SKY (Si(v),Bi)) for i = 1, 2 and for no other v′ ∈ V

there exists skylines q′i ∈ πBi
(SKY (Si(v

′),Bi)) such that q′i ≤ qi for i = 1, 2.
Proof: (→) If for some join value v ∈ V, qi ∈ πBi(SKY (Si(v),Bi)) for i = 1, 2
then 〈q1, q2〉 ∈ πB1∪B2(R1 ./ R2), and moreover for 1 in Proposition 2 there
exists no other query 〈q′1, q′2〉 ∈ πB1∪B2

(R1 ./ R2) where q′i ∈ Si(v) for i =
1, 2 such that 〈q′1, q′2〉 ≤ 〈q1, q2〉. If for no other v′ ∈ V there exists skylines
q′i ∈ πBi

(SKY (Si(v
′),Bi)) such that q′i ≤ qi for i = 1, 2 then again from 1

in Proposition 2 there exists no 〈q′1, q′2〉 such that 〈q′1, q′2〉 ≤ 〈q1, q2〉. Hence
〈q1, q2〉 ∈ πB1∪B2(SKY (R1 ./ R2,B1 ∪ B2)).
(←) Suppose not. Then, either (a) for no join value v ∈ V, qi ∈ πBi(SKY (Si(v),Bi))
for i = 1, 2 or (b) there exists a join value v′ ∈ V and skylines q′i ∈ πBi

(SKY (Si(v
′),Bi))

such that q′i ≤ qi for i = 1, 2. In case (a), there are two sub-cases: (a1) for no join
value v ∈ V, qi ∈ Si(v) for i = 1, 2. In this case, 〈q1, q2〉 6∈ πB1∪B2

(R1 ./ R2),
against the hypothesis. (a2) for some join value v ∈ V, qi ∈ Si(v), but either
q1 6∈ πB1(SKY (S1(v),B1)) or q2 6∈ πB2(SKY (S2(v),B2)). Then let q′i be such
that q′i ∈ πBi

(SKY (Si(v),Bi)). Such q′i are guaranteed to exist because Si(v) is
finite and partially ordered by Pareto preference. By hypothesis, either q′1 6= q1 or
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q′2 6= q2. Then 〈q′1, q′2〉 ∈ πB1∪B2(R1 ./ R2) and by 1 in Proposition 2 〈q′1, q′2〉 ≤
〈q1, q2〉, therefore 〈q1, q2〉 6∈ πB1∪B2

(SKY (R1 ./ R2,B1∪B2)), against the hypoth-
esis. (b) If there exists a join value v′ ∈ V and skylines q′i ∈ πBi

(SKY (Si(v
′),Bi))

such that q′i ≤ qi for i = 1, 2 then 〈q′1, q′2〉 ∈ πB1∪B2
(R1 ./ R2) and by 1 in Propo-

sition 2 〈q′1, q′2〉 ≤ 〈q1, q2〉, therefore 〈q1, q2〉 6∈ πB1∪B2
(SKY (R1 ./ R2,B1 ∪ B2)),

against the hypothesis.

We now provide an algorithm for computing the skyline queries over the join
of two tables R1 and R2 (without computing the join.). The algorithm exploits
Proposition 3, and uses the SQST algorithm for computing skylines over v-
partitions of the given tables. As a result, the algorithm returns two sets of
queries, one over R1, the other over R2, for selecting from each table the tuples
that will generate the skyline of the join R1 ./ R2, and only those.

Algorithm The Skyline Queries over a Join (SQJ )

Input Non-empty relations R1 and R2, non-empty sets B1 and B2 of preference
attributes in R1 and R2, respectively, and the join values V.

Data G is a set variable initialized to empty and used to accumulate all candidate
skyline queries, resulting from the Cartesian products of the skyline queries over
the same join value. R is a set variable where the skyline of G is computed. Pi

and Fi (for i = 1, 2) are auxiliary set variables, used to store v-partitions and
final results, respectively.

Output Two sets of queries, one over R1 and the other over R2.

Method

G← ∅
for all v ∈ V do
P1 ← SQST (S1(v),B1)
P2 ← SQST (S2(v),B2)
G← G ∪ (P1 × P2 × {v})

end for
R← SQST (G,B1 ∪ B2)
F1 ← πB1∪{J}(R)
F2 ← πB2∪{J}(R)
return F1, F2

We note that the algorithm operates in three passes:

1. In the first pass, it gathers (in G) all candidate results by looping over all
join values. This is in fact required by the first condition of Proposition 3,
which states that 〈q1, q2〉 is in a skyline query of the join if both q1 and q2
are skyline queries over the v-partitions for the same join value v.

2. In the second pass, it removes from G the compound queries that are dom-
inated by some other compound query, as required by the second condition
of Proposition 3.
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3. Finally, it slices the compound queries vertically, in order to obtain queries
over R1 (these are stored in F1) and queries over R2 (in F2). Notice that
the join attribute J must be transferred all along in order to generate the
correct queries.

Clearly, there is no other way of proceeding since it is necessary to obtain all
candidate queries in order to apply the second condition of Proposition 3.

Formally, we will denote as SQJ (R1, R2,B1,B2)i the i−th result of the SQJ
algorithm having R1 and R2 as the input non-empty relations and B1 and
B2 as preference attributes, respectively. For readability, we will abbreviate
SQJ (R1, R2,B1,B2)i as SQJ i.

On the basis of the above observations and of Proposition 3, we therefore
state the following:

Proposition 4 For every pair of relations R1 and R2 and preference attributes
B1 and B2 over them,

SQST (ans(
∨

SQJ 1, R1) ./ ans(
∨

SQJ 2, R2),B1∪B2) = SKY (R1 ./ R2,B1∪B2)

Let us demonstrate the SQJ algorithm by using table R1 (hotels) and R2

(restaurants) in Fig. 2. Suppose we want to find best combinations of hotels
and restaurants in the same “Location”, by minimizing “Price”, “Rating”, “Dis-
tance” and “Location” (we took this example from [23]). In this case, the pref-
erence attributes are B1 = {Price,Rating}, B2 = {Distance,Ranking} and the
join attribute is J = {Location}. From the intersection of values appearing in
the Location attribute in R1 and R2, we can obtain join values V = {A,B,C}.

In the algorithm, firstly we gather candidate skyline queries for each join
value. In the example, for a join value A ∈ V , we obtain v-partition S1(A) and
S2(A). Then we compute skylines P1, P2 (emphasized in tables S1, S2 by bold
letters) from S1(A), S2(A) by the applying the SQST algorithm. Finally we
make a Cartesian product P1 × P2 × {A} and append it to G that accumulates
candidate skyline queries.

After iterating this candidate gathering process for every join value, we apply
SQST to G to obtain the skyline (emphasized in tables G by bold letters) over
the join R1 ./ R2. It is important to note the difference of size between R1 ./ R2

and G. In this example, R1 ./ R2 produces 12 tuples but G contains 8 tuples.
Therefore, we can compute the skyline from G with less cost than by computing
directly from R1 ./ R2.

In the example, 〈h5, r5〉 is not a skyline in the join because for the join value
B, we have h2 dominating h5 and r1 dominating r5. On the other hand, neither
h6 nor r4 are skyline in their table, but they form a skyline in the join because
they are skylines in their join group and there is no other group in which both
are dominated (h6 is dominated by a query h3 in the A group, whereas r4 is
dominated by r2 in the C group, and there is no single group in which both are
dominated.)
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R1(Hotels)
HID Price Rating Location
h1 100 8 A
h2 150 5 B
h3 200 1 A
h4 400 2 A
h5 300 7 C
h6 350 3 B

S1

Price Rating

S1(A)
100 8

PA
1 = {〈100, 8〉, 〈200, 1〉}200 1

400 2

S1(B)
150 5

PB
1 = {〈150, 5〉, 〈350, 3〉}

350 3
S1(C) 300 7 PC

1 = {〈300, 7〉}

R2(Restaurants)
RID Distance Ranking Location

r1 150 4 B
r2 250 2 C
r3 500 1 A
r4 400 3 B
r5 200 5 C
r6 500 6 A

S2

Distance Ranking

S2(A)
500 1

PA
2 = {〈500, 1〉}

500 6

S2(B)
150 4

PB
2 = {〈150, 4〉, 〈400, 3〉}

400 3

S2(C)
250 2

PC
2 = {〈250, 2〉, 〈200, 5〉}

200 5

G
Price Rating Distance Ranking Location
100 8 500 1 A

PA
1 × PA

2 × {A}200 1 500 1 A
150 5 150 4 B

PB
1 × PB

2 × {B}
150 5 400 3 B
350 3 150 4 B
350 3 400 3 B
300 7 250 2 C

PC
1 × PC

2 × {C}300 7 200 5 C

F1

Price Rating Location
100 8 A
200 1 A
150 5 B
350 3 B
300 7 C

F2

Distance Ranking Location
500 1 A
150 4 B
400 3 B
250 2 C

Fig. 2. An example of skyline over the join of two tables

5 Concluding Remarks

We have seen a novel approach to computing the skyline of a relational table
with respect to preferences expressed over one or more attributes with ordered
domains. Our approach is based on what we called the query lattice of the table,
and our basic algorithm constructs the skyline as the union of the answers to a
subset of queries from that lattice — hence without directly accessing the table
R. Therefore, in contrast to all existing techniques, our approach is independent
of how the table R is implemented or how its tuples are indexed. We have
demonstrated the generality of our approach by computing the skyline over the
join of two tables based on the product of their individual query lattices —
therefore without performing the join.

We note that our method is applicable to a computational geometry setting as
well. Indeed, a discrete (finite) n-dimensional Euclidean space S can be thought
of as a relational table T (S) in which: (a) the attributes are the n dimensions



Computing the Skyline of a Relational Table Based on a Query Lattice 159

of S and (b) each tuple of T (S) represents a point in S. Moreover, the answer
to a query q = 〈b1, . . . , bk〉 from the query lattice of T (S) is the set of all
points of S such that (B1 = b1) ∧ . . . ∧ (Bk = bk), where B1, . . . , Bk are the
corresponding dimensions; in other words, the answer to q is the set of points
having the same coordinate values over the dimensions B1, . . . , Bk. Additionally,
our method can be applied to the Cartesian product of two or more spaces
through the product lattice of the individual spaces. We are currently pursuing
work in two different directions, namely refining skyline analysis and applying
our approach to a distributed setting:

1. Refining skyline analysis
As we mentioned in section 3, the skyline query returned by our basic al-
gorithm is the disjunction of a set of queries from the query lattice, say
q1 ∧ . . .∧ qm; and the answers to these queries actually partition the skyline
into disjoint subsets. Moreover, these queries have different ranks, in general.
Therefore it now becomes possible to ask finer queries regarding the skyline
such as “give me the best tuples of the skyline” (meaning the answer to the
query qi of highest rank), or “return the skyline by presenting the answers
to qi’s in increasing order of rank”, and so on. In this respect, we would also
like to investigate in more detail the relationship between “most preferred
tuple” and “non-dominated tuple”.

2. Applying our method to a distributed setting
As information systems store bigger and bigger volumes of data today, data
management and in particular query processing presents difficult challenges.
From the user viewpoint, big volumes of data imply answers of large size.
By returning the best tuples (in terms of user preferences), the skyline query
relieves the user from having to deal with answers of large size; and having
the possibility to further refine the skyline (as mentioned above) further
contributes in that direction. However, in recent years, data management and
data storage have become increasingly distributed, and distribution presents
additional challenges for query processing. Adapting the skyline operator to a
distributed setting is one of the research lines that we are currently pursuing.
We believe that our approach to skyline computation through query lattices
is particularly well suited in a distributed environment, where computation
can be distributed and recomposed in the form of the product lattice.
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Abstract. In the natural sciences, mathematics and technical subjects, universi-
ties often observe generally low pass rates and high drop out rates in the first
years. Many students seem to have conceptual difficulties with technical and
mathematical materials. Furthermore, physics education research appears to indi-
cate that even students who are able to pass exams may still not have a good un-
derstanding of basic physics concepts. Some researchers use the notion of “mis-
conception” to describe conceptual differences between intuitive notions and ac-
cepted scientific notions. A significant body of educational research exists dedi-
cated to overcoming such didactic challenges, but so far not much Formal Con-
cept Analysis (FCA) research has been dedicated to these topics. The aim of this
paper is to develop a better understanding of the structure of conceptual difficul-
ties in learning processes using FCA. It is not intended in this paper to develop
new educational methods or to collect new data, but instead to analyse existing
data and models from an FCA viewpoint.

1 Introduction

Education is an interesting application area for Formal Concept Analysis1 (FCA) be-
cause the analysis, representation and development of conceptual structures - in the
mind of the learner, and maybe also of the teacher - is an inherent feature of learning
and teaching. Because modern e-learning materials and environments tend to accumu-
late and provide large amounts of data, any technology, such as FCA, developed for
structuring and retrieval of information or semantic, conceptual and ontological analy-
sis is implicitly applicable to learning materials as well.

Rudolf Wille the founder of FCA also pioneered the use of FCA for teaching math-
ematics (Wille, 1995). He published a number of subsequent papers on mathematics
restructuring and education - most of them are more general, of philosophical nature
and not specifically about FCA. Otherwise, there do not appear to be significant num-
bers of FCA publications in the educational domain. Examples of FCA applications in
this area focus on ontological representations, such as the structuring, retrieval and vi-
sualisation of learning materials (Lee, 2005) or the development of an ontology-based

1 Because this conference is dedicated to FCA, this paper does not provide an introduction to
FCA. Information about FCA can be found, for example, on-line (http://www.fcahome.org.uk)
and in the main FCA textbook by Ganter & Wille (1999).
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courseware management system (Tane et al., 2004) which facilitates browsing, query-
ing and clustering of materials and ontology evolution. Other FCA applications relate
to the use of FCA with computer algebra systems (Priss, 2010) and to the meta-analysis
of learning materials. For example Pecheanu et al. (2011) use FCA to evaluate and
compare open source learning platforms.

Apart from the general data analysis and knowledge representation applications, it
is of interest to use FCA to directly analyse the cognitive structures involved in learn-
ing processes because presumably learning consists of concept formation, ordering and
structuring. Applying FCA in this area is not fundamentally different from other appli-
cations where different concept lattices might represent the views of different experts
except that in teaching there is an expectation that some conceptual structures are cor-
rect and some are not and that the conceptual structures of the students are intended to
change.

One obvious difficulty is that it is not easy to obtain representations of such cogni-
tive structures. Psychologists have developed methods for eliciting and externally rep-
resenting mental models. A number of applications of FCA in the psychological do-
main have been described, for example, by Spangenberg and Wolff (1991). Al-Diban
and Ifenthaler (2011) discuss the comparison of two methods for eliciting and analysing
mental models of students, one of which uses FCA. These methods build on a qualitative
analysis of data, including transcribed and coded textual protocols, and data collected
from specific tests where subjects order concepts in if-then relations. A disadvantage
of these methods is that it is not clear whether they could be applied to data observed
in real teaching situations (instead of collected from tests) because real data might not
have sufficient structure and detail. Furthermore at least in the Al-Diban and Ifenthaler
study, the focus was on declarative knowledge, that is whether students know certain
facts, not so much on degrees of understanding. An advantage of these methods is that,
for example, conceptual gaps and differences among different students and between
students and teachers can be detected and analysed.

In addition to the analysis of conceptual structures in learning processes, one might
also want to model the conceptual space of a domain for teaching purposes. This has
been achieved by Falmagne et al. (2006) who describe a “knowledge state” as the set of
particular problems a student can answer in a mathematical topic area. Feasible knowl-
edge states are represented with respect to a precedence graph. This graph is a partially
ordered set and not a lattice, but it could be embedded into a lattice and thus modelled
with FCA. The idea is that knowledge is ordered: if someone masters a certain mathe-
matical problem then that person can also solve problems that are simpler but may still
have to learn to solve problems that are more difficult. Because the precedence graph is
not a linear order, different students can take different learning paths. The position of
the knowledge state of a student in the graph shows exactly which problems the student
can attempt to learn to solve next. Furthermore the student’s progress can be exactly
measured. Establishing a precedence graph for a mathematical topic area which might
consist of hundreds of states is labour-intensive but feasible in a commercial environ-
ment such as Falmagne et al.’s ALEKS software tool. There are different means for
building such a precedence graph: by questioning experts about the difficulties and pre-
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requisites of problems, by analysing student data collected from an e-learning tool or
by analysing problem solving processes in the domain.

Currently, ALEKS focuses on mathematics and science topics. It is not clear how
far such approaches would be suitable for other non-science domains where it would be
difficult to establish a precise ordering of problems. Furthermore, it it may be difficult to
evaluate how accurate and useful a particular precedence graph is because user testing
of complex e-learning tools is notoriously difficult. If student learning improves while
they are using ALEKS, it would be difficult to determine whether that is because of the
precedence graph or because of any other of ALEKS’s many features.

In summary, general knowledge representation and retrieval aspects of e-learning
tools are not any different to such aspects of other textual databases and are covered
sufficiently in other domains than educational research. But the analysis of concep-
tual structures involved in learning processes and the conceptual structuring of domain
knowledge for learning purposes is specific to educational research. Currently, FCA
appears to be underrepresented in these tasks but it should be very applicable to both
of these tasks. It is of particular interest to study differences between the conceptual
structures of a learner and of an expert, such as knowledge gaps, discrepancies and mis-
conceptions. A goal for this paper is to involve FCA in the analysis, description and
detection of conceptual difficulties, including misconceptions. Section 2 of this paper
provides an overview of challenges encountered in teaching conceptually difficult top-
ics. The following three sections show examples of conceptual difficulties for selected
mathematical topics: equality in Section 3, translating text into algebraic expressions
in Section 4 and the notion of “function” in Section 5. The lattices in these examples
are developed from the viewpoint of a teacher who is exploring the difficulties in these
areas by modelling formal contexts based on the description of misconceptions in the
literature and based on student data.

2 Successful and unsuccessful teaching

Physics Education Research studies the problems students have in acquiring physics
concepts. Hake (1998) explains that students have initial common-sense beliefs about
’motion’ which are in contradiction to current physics theory and which are not im-
proved on by traditional educational methods. Hestenes et al. (1992) published a Force
Concept Inventory (FCI) designed to test the students’ conceptual understanding of
Newtonian mechanics which can be used before and after a physics course to evaluate
the educational success of the course. The test is written in a language that is accessi-
ble to people who have never taken physics courses but the test is quite different from
standard exams which students may be able to pass by memorising and applying for-
mulas. The FCI test purely examines conceptual knowledge. It shows that there is no
correlation between standard exam results and test results of individual students. Many
students do not change their incorrect beliefs about physics concepts when they are
taking physics classes. The revelation that traditional teaching methods are largely in-
effective (Hake, 1998) led physics professors to search for alternative teaching methods
and led to the establishment of Physics Education Research as a field of study. It seems
that misconceptions are particularly visible in physics education because, on the one
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hand, people have naive physics theories about natural laws based on observation and
experience and, on the other hand, scientific physics theory describes concepts and laws
with mathematical precision which are experimentally verifiable but which sometimes
contradict naive observation and experience. Outside the natural sciences, concepts are
not usually definable and verifiable with such rigour and precision. But the insights of
Physics Education Research should also be relevant for the other natural sciences and
mathematics (the latter as discussed by Riegler (2010)).

A conclusion of Physics Education Research is that teaching methods involving
interactive engagement (Hake, 1998) tend to be more successful in improving the con-
ceptual understanding of students than traditional teaching methods. Interactive engage-
ment is achieved by questioning and challenging students to think instead of just mem-
orising facts. Several factors appear to be contributing to the success of interactive en-
gagement teaching, including cognitive, social constructive and psychological factors.

From a cognitive viewpoint, it has been known for many years (Auble and Franks,
1978) that effort toward comprehension improves recall, i.e., if someone makes an ef-
fort at finding a solution before the solution is presented, recall is higher than if a solu-
tion is presented right away. Furthermore, active recall is more beneficial for long-term
retention than passive exposure (Ellis, 1995). Conway et al. (1992) report that course-
work marks are a better predictor for long-term retention than exam marks, possibly
because creating a piece of coursework requires the students to be involved with the
subject matter at a deeper level than when they reiterate facts during an exam. Conway
et al.’s (1992) paper also confirms other observations of Physics Education Research
with respect to other domains: procedural knowledge (where students learn something
by doing it) is retained much better than declarative knowledge. Students who take only
one course in a subject domain tend to forget it completely after a few years. In par-
ticular although they might remember some isolated facts, their understanding of the
subject is first to disappear - presumably because they never really understood it in the
first place. Students who take several courses on a topic and achieve a certain level of
proficiency and understanding will retain a large portion of their knowledge for a long
time. Thus if interactive engagement teaching leads to a better understanding of a sub-
ject, it will help students to remember what they have learnt more permanently than just
until the end of the term.

An example of interactive engagement teaching is Mazur’s (1996) peer instruction
which is even feasible in large classes. Using peer instruction, a lecturer pauses a lecture
with challenging questions which the students discuss among each other. Apparently
students do not change their conceptual knowledge just because a teacher provides them
with facts or a good explanation or even with a demonstration. But if they discuss
questions among each other, the students who do have correct conceptual understanding
tend to be able to convince their peers. In addition to the cognitive aspects of interactive
engagement learning, there seems to be a social component involved: peer pressure
seems to be a stronger motivation for people to question and change their beliefs than
explanation or observation.

Last but not least, psychological aspects are involved in learning processes. Devlin
(2000) argues that mathematicians are psychologically different to non-mathematicians
because mathematicians think about mathematical objects in an emotional, associa-
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tive manner in the same way as other people think about physical or even animate ob-
jects. For example, mathematicians might attribute emotional features to numbers and
other abstract objects. Other psychological aspects are involved when people experi-
ence clashes between observation and scientific explanations, as for example in optical
illusions which are clashes of visual perception and logical, geometrical explanations.
Some people perceive clashes as emotionally upsetting. A famous example is the Monty
Hall problem2 about the winning chances in a game show. When Marilyn Vos Savant
discussed it and similar problems in her column in the TV magazine Parade, readers
responded with angry, emotional letters: “I will never read your column again3” or “As
a professional mathematician, I’m very concerned with the general public’s lack of
mathematical skills. Please help by confessing your error and in the future being more
careful4.” - written by someone with a Ph.D who was wrong! One can speculate that
animals have evolved probabilistic intuitions in order to make survival decisions which
evoke strong emotional responses when challenged. Another example of intuitions con-
tradicting mathematical probability is the belief which many people have that the longer
they have played in the lottery without winning, the more likely it is that they are going
to win the next time they play. Again this belief tends to have an emotional component
as anybody can observe who has ever discussed it with lottery players.

In summary, teaching a topic which contradicts the existing conceptual structures
which the students have is challenging. Methods such as peer instruction can help to
overcome cognitive, social constructivist and emotional obstacles. Clearly, not all top-
ics evoke such difficulties and some can be taught with more standard teaching meth-
ods. Thus it would be useful for a teacher to know in advance which areas of the sub-
ject domain are going to produce conceptual difficulties and which not. McDermott
(2001) argues that there is only a limited number of re-occurring conceptual difficul-
ties which tend to be experienced by all students similarly. The idea for this paper is
that FCA might provide useful methods for detecting and analysing conceptual diffi-
culties. Although McDermott (2001) emphasises that just detecting misconceptions is
not sufficient for improving teaching, providing a better understanding of the concep-
tual structures of misconceptions is going to be beneficial for teachers. In the following,
three examples of conceptual difficulties in mathematics education are analysed using
FCA.

3 Conceptual difficulties of the equality sign

Prediger (2010) discusses problems pupils are having with developing an appropriate
conceptual model of equality. In primary school, pupils tend to experience the equal
sign as a request to calculate something. For example, “2 + 3 =” might be printed in a
textbook. Prediger calls this the operational use because pupils are requested to perform
an operation. Apparently, this can lead to difficulties later when the equal sign is used in
its more general algebraic meaning (or its “relational” meaning). For example, Prediger
quotes the case of a pupil who says that the equation 24 × 7 = 20 × 7 + 4 × 7 is

2 http://en.wikipedia.org/wiki/Monty Hall problem
3 Parade Magazine, July 27, 1997
4 http://www.marilynvossavant.com/articles/gameshow.html
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wrong because “24×7 does not equal 20” and the case of a pupil who writes “1×10 =
10 + 110 = 120”. Prediger then discusses the difficulties which prospective teachers
might encounter in understanding the problems these pupils are having. In her analysis
she distinguishes operational, relational and specification uses (such as defining x :=
4) of the equal sign. She divides the relational use further into symmetric identities
(4 + 5 = 5 + 4), general equivalences ((a − b)(a + b) = a2 − b2), searching for
unknowns (x2 = 6 − x) and contextual uses (a2 + b2 = c2) where the variables are
meaningful in a context, such as characterising a right-angled triangle.

To demonstrate the use of FCA in this area we have modelled the problem as a
formal context. The formal objects are examples of uses of the equal sign, inequality
(>) and equivalence (⇔). Furthermore we added basic operations from programming
languages: not-equal (!=), test for equality (==) and Boolean operators (&&). Four
of the formal attributes are from Prediger’s classification: “operation”, “contextual”,
“definition” (i.e. specification) and “law” (i.e equivalence). Here, “operation” refers to
rule-based drills where the students solve a problem in a precisely taught manner and
the equality sign is always read from left to right. A “definition” for other symbols
than “=” defines a set of possible values for a variable (e.g., i > 1). Furthermore, two
attributes have been added which distinguish whether the statements are true for all
values of the variables or just for some. Prediger’s “unknowns” has been replaced with
“test” as a request to evaluate an expression with respect to variables with given values.

contextual

<=>

x  − y   = (x−y)(x+y)22
a  + b  = c2 2 2

x := 4
2+3 =

2+y = 6
x != 4

i > 1

test

x=4        y=5&&
x == 4

x>4         −x<−4

for some values

law

3 != 4
y+1 > y

x+y = y+x

for all values definition operation

y:=4          x==3:<=>

Fig. 1. Equation, assignment and comparison operators
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The resulting concept lattice (Fig. 1) shows a classification which is slightly differ-
ent from Prediger’s list5. The operational use of the equal sign is not connected to any of
the other uses. Although this results directly from the definition of the formal attribute
“operation”, it represents implicit structure which the authors were not aware of be-
fore the lattice was constructed. The separation of “operation” from the other concepts
provides a graphical explanation as to why students may find it particularly difficult to
progress from an operational use to the more general algebraic use.

The extensions of the concepts under “for all values” contain tautologies. But there
is a distinction made between those which students have to specifically learn (under
“law”) in order to understand how the operators work and those which just happen
to be true. There are three different reasons why a statement might only be true for
some values of the variables: the variables are defined in the statement; it is to be tested
whether the statement is true (or for which variables it is true); and in the contextual
use, the statement is only true in some contexts and thus describes such contexts. Some
interesting cases are under both “test” and “definition”: an equation 2 + y = 6 is both
an implicit definition of y and a request to evaluate which values of y yield the equation
to be true. For the use of != and <, it depends on the context whether the statements are
meant to be evaluated for their truth value or whether they are meant to define a range
for their variables.

4 Conceptual difficulties of translating text into algebraic
expressions

A well-known conceptual difficulty that mathematics students experience pertains to the
translation of text into algebraic expressions. Clement (1982) conducts an experiment
where he asks students to write an equation using the variables S and P to represent
“there are six times as many students as professors”. His findings are that only 40-
60% of the students produce a correct answer (S = 6P ). The most common incorrect
answer is 6S = P . He provides two reasons for the incorrect answer: first, some stu-
dents simply translate the sentence into mathematical symbols in the same word order.
Second, some students use a static comparison pattern or, in other words, an incorrect
schema where S and P do not represent numbers, but instead units of students and
professors. This is in the same manner as how m and km are used in 1000m = 1km.
In this case, m and km are not variables but represent a fixed “1 to 1000” relation-
ship. It is not possible to substitute arbitrary values for m or km, but m can be sub-
stituted with 1

1000km and km can be substituted with 1000m, yielding, for example,
2000m = 2000 × 1

1000km = 2km. One difference between units and variables for
numbers is that it is not usually acceptable to insert a multiplication sign between a
number and its unit.

Table 1 summarises the differences between the two conceptual systems: in the first
one the letters represent units, in the second, algebraic one the letters represent vari-
ables for numbers. The first conceptual system has a meronymic (part-whole) quality.
A certain, fixed aggregate of the smaller units constitutes the larger unit. The extension

5 In Fig. 1, in the statements with more than one operator the relevant one is printed in bold face.
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of 6s = 1p is really a fixed “6 to 1” relation which is expressed in s and p. In contrast,
the algebraic conceptual system represents normal algebraic use of variables. The ex-
tension of s = 6 ∗ p consists of the pairs of values that can be substituted for s and p.
The table also shows examples of intensionally equivalent and implied expressions. In
the meronymic conceptual system, s is indeed smaller than p because it represents the
unit “student” which somehow has less value than the unit “professor”. It is possible to
interpret the units s and p as algebraic variables but not as “numbers of”. For example,
s could represent the money paid by a student and p the money earned by a professor.

Table 1. Two conceptual systems for the use of letters in equations

the letter means: unit variable for number
conceptual system: meronymic algebraic operation
representation: 6s = p s = 6 ∗ p
extension: relation: 6 to 1 substitution: {(6, 1), (12, 2), (18, 3), ...}
intensionally equivalent: s = 1

6
p s/p = 6/1

intensionally implied: s < p s > p

It should be emphasised that both conceptual systems in Table 1 are consistent. In
everyday experience, meronymic, unit-based conceptual systems may be much more
common than algebraic ones. Thus it should be expected that students who have not
yet made much progress towards learning algebra or people who have not recently used
algebra would prefer the meronymic, unit-based representation. Ben-Ari (1998) argues
that from a constructivist educational viewpoint, students always already have existing
mental models which may contradict scientific models. Teachers need to understand
the students’ mental models and to build on them instead of discarding them as simply
being incorrect. In this case the algebraic use of variables must be taught to people who
already employ a different, meronymic conceptual system. They need to learn to use
the different systems in different circumstances.

As a further analysis, we have coded the data from two student interviews (Clement,
1982) in a content analytic manner and converted them into a formal context. The for-
mal objects are mathematical notations as used or implied by the students. The formal
attributes are verbal descriptions made by the students converted into a slightly more
formal language. A cross in the formal context means that the student used a verbal
expression with respect to a mathematical notation. Mathematical notations and verbal
expressions that were used algebraically incorrectly by a student have been highlighted
in bold face.

The following observations can be made from the resulting concept lattice in Fig.
2. Even though it was argued that the two conceptual systems in Table 1 are both con-
sistent conceptual systems, in Fig. 2 it appears that the correct statement s = 6p is
conceptually better refined than the incorrect one 6s = p which is more isolated in the
lattice. This is because the lattice combines the data from two student interviews: one
student with a correct answer of the problem who provided detailed explanations and
reasons for why his answer was correct and another student who produced an incorrect
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6 * as many P1 to 1
6s = p

6 P for S S to P is 6 to 1

S for students

more S than P number of S = number of P * 6

s = 6*ps > ps/p = 6/1P for Profs
6 to 1

s = 6p

S divided by 6

S = # Students
P = # Profs

s/6 = p

six * as many S as P

Fig. 2. Data from student interviews

solution which does not appear to be very coherent according to the lattice. The student
with the correct answer understood that the variables represent “numbers of”. The other
student said that “S stands for student”. It is interesting to observe that the student with
the incorrect solution focussed more on the relationship (“6 to 1” and “1 to 1”) which
is indeed the extension of the incorrect representation according to Table 1. When he
talked about “1 to 1” he really meant to express a “fixed correspondence”. The student
with the correct answer on the other hand demonstrated detailed understanding of al-
gebraic transformations which is why his arguments contained intensionally equivalent
and implied statements.

Clement (1982) observes that different, unsuccessful strategies have been tried to
help students in finding correct solutions. It is our opinion that all of the strategies
mentioned by Clement are methods from within the algebraic conceptual system (for
example telling the student to substitute numbers for variables or to determine whether
there are more students or professors). Presumably all instructors involved in the ex-
periments were of the opinion that a student’s attempt was plain wrong, not that it was
part of an internally coherent, but different conceptual system. One can speculate what
would happen if the students were somehow taught that there are different conceptual
systems for use of letters in equations and how to determine which conceptual system
is appropriate for which problem. We suspect that in general in most basic mathemat-
ics teaching the modelling aspect (how to determine which type of solution belongs to
which type of problem) is not significantly highlighted. Thus most students will not be
aware that there are different conceptual structures involved in using mathematics and
will not have been taught to analyse their strategies from that aspect on a meta-level.
They might be aware that they are not “very good at mathematics” without knowing
any reasons for the difficulties encountered.
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5 Conceptual difficulties of the notion of “function”

The third example discussed in this paper refers to the conceptual difficulties encoun-
tered by students in learning the notion of “function”. The problem is well-known and
has been discussed numerous times (e.g., Leinhardt et al. (1990) and Breidenbach et
al. (1992)). Quite often students can recall a correct formal definition of a function, but
misconceptions become obvious when they are asked to determine whether something
can be represented as a function or not. Leinhardt et al. provide the following list of
misconceptions:

• Too narrow understanding of “function”. Only functions with certain characteristics
(regularity, symmetry, linearity, one-to-one, causal relationship, etc) or which are
represented in a certain manner (formula, graph, table) are recognised as functions.

• Correspondence: students often believe that functions must be one-to-one and they
might be confused about the difference between many-to-one and one-to-many.

• Linearity: students have a tendency towards linearity. They tend to prefer straight
lines in graphs.

• Continuous versus discrete: historically, functions were not allowed to be discon-
tinuous. Students have problems understanding the notion of continuity. They dis-
cretise continuous data.

• Representations: problems translating graphs into formulas and vice versa.
• Interpretation of graphs: students have problems with confusing intervals and points,

slope and height. They might interpret graphs in a literal, iconic manner.
• Variables: students have problems with the notion of “variable”. Some do not accept

constant functions as functions.
• Notation: students have problems understanding axes and scales in a graph.

Breidenbach et al. (1992) emphasise the “process conception of function”. They
argue that an understanding of “function” proceeds from a pre-function over an action
to a process stage. In our opinion the notion of “process” is misleading in this case
because it implies a temporal progression which is not involved in functions. This is in
contrast to functions implemented in a computer where an input is converted into an
output in real time so that the output is generated temporally after the input has been
processed and the input may be purged from memory after it has been used. Although
both Clement (1982) and Breidenbach et al. observe that students often develop a better
understanding of mathematical operations if they execute them as computer programs,
many features of mathematical objects cannot be adequately represented on a computer
(for example infinity) and thus there are limits to the use of computer programs for
representing mathematical ideas.

In our opinion, it is not the “process conception of function” that is relevant but
instead simply the “concept of function”. Breidenbach et al.’s tests for whether stu-
dents understand the notion of function include: asking students to provide a defini-
tion (i.e., an intensional description); asking students to decide whether something is a
function or not (i.e., evaluating whether something is in the extension of “function”);
and asking students to perform operations with functions (composition and reversion)
which demonstrates an understanding of the implied intensional features. Thus all of
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the tests are aimed at demonstrating whether or not students have an acceptable concept
of function, including extension, intension, subsumption, implication and equivalence.
Initially, students appear to have incomplete or disconnected concepts of “function”.
For example, Breidenbach et al. report that the examples of functions provided by stu-
dents are more sophisticated than their definitions whereas Leinhardt et al. (1990) state
that students can recall an accurate definition of “function” but cannot apply it. In either
case there is a mismatch between the extension and intension of “function”.

Breidenbach et al. also test whether students develop an abstract understanding of
particular functions. For example, they define a complicated function F(a)(b)(c) the
meaning of which is “the cth character in the string which is the name of the integer
given by the ath power of the integer b”. We would argue that although translating
a function from one representation (formula) to another (textual representation) is an
important aspect of using functions, this particular example is really more a test for
intelligence than for an understanding of the notion of “function”. Similarly, they use
strings as examples of functions. Depending on how much experience students have
with programming languages, they may or may not be familiar with the representation
of strings as arrays of characters. Thus, interpreting a string as a function depends on
the students’ programming knowledge, not on an understanding of function. On the
other hand, if students do have a programming background, then functions from pro-
gramming languages can be used to emphasise to students that not all functions are of
the form “f(x) =”.

From an FCA viewpoint, data collected from student interviews and exams can be
represented as concept lattices to visualise such conceptual differences. The following
attributes are examples of how to characterise an understanding of “function”.

• representation: set, equation, graph, verbal description, table, computer program, ...
• constant, linear, quadratic, ...
• causal, non-causal
• discrete, continuous
• 1-to-1, 1-to-many (i.e., the reverse is a function), many-to-1, many-to-many
• finite domain, infinite domain

In Fig. 3 some of these attributes are selected as formal attributes and applied
to examples of functions as formal objects. The lattice shows a conceptual structure
of “function”. In this case, continuous functions with infinite domains tend to have
more attributes. For computer programs, it is a matter of choice whether one considers
“min(x)” as an abstract function with an infinite domain of possible values x (where
x is a set or other container object) or as an actually implemented function with a fi-
nite domain. The use of such an expert-designed concept lattice is in comparison with
lattices obtained from student data (which we have not included in this paper).

6 Conclusion

This paper argues that FCA provides useful methods for analysing conceptual diffi-
culties in learning processes. Teachers can use the construction of formal contexts and
concept lattices in order to explore the implicit structures in mathematical notions. The
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infinite domain

f(x) = x{(1,d),(2,s)}

equation quadraticstringset

finite domain
no pattern
discrete

min(x)

1−to−1

program linear f(x)

x:= x+1

continuous

f(x) = 1

2"one" x = 2a f(x) = x

Fig. 3. Attributes of functions

data for the lattices can be obtained from the literature on misconceptions, from student
interviews or from assessment data. In this manner FCA becomes a tool for exploration
and for making underlying assumptions explicit.

Traditional teaching methods are often not successful in teaching conceptually chal-
lenging topics. While teaching methods have been developed that are more promising,
teachers still need to know when to apply such methods. Thus they need to determine
what the specific conceptual challenges are with respect to a certain domain. FCA can
be employed as a tool by teachers to familiarise themselves with the materials and to
structure difficult topics. Based on the improved understanding of the topics, teachers
can then design interactive engagement teaching exercises that focus on the conceptu-
ally challenging aspects which the students need to learn.
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